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Abstract

An approach for the alignment of SCT modules in the ATLAS Inner Detector with particle
tracks was developed and implemented in the ATLAS software framework Athena. The
approach uses distance of closest approach residuals and a linear least squares minimization
to derive the most probable set of alignment parameters for each module. The procedure
is iterative, i.e. with the first set of alignment constants a track refit is done and the
alignment algorithm is repeated. Correlations between modules are only implicitly taken
into account due to the improvement of track parameters through the iterations.

A derivation of the underlying concepts is presented. The achievable accuracy and limits
of the alignment approach were studied with Monte Carlo simulated tracks in the Athena
framework. The results and limitations obtained with the present versions of Athena and
the proposed alignment software are presented.
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Overview

The main emphasis of this thesis was the study of detector alignment with particle tracks.
The work is described in five chapters that are structured as follows:

e Chapter 1 — Introduction
The LHC and the multipurpose detector ATLAS are described briefly and the physics
motivation and goals that are the rationale to conduct such an enormous experiment
are outlined. The SCT subdetector of ATLAS receives special focus and the concept
of alignment is introduced.

e Chapter 2 — Local x? Alignment Algorithm
The general ideas behind track based detector alignment are presented and the
local x? alignment approach we propose for the ATLAS SCT and the mathematical
concepts behind it are outlined in detail.

e Chapter 3 — Prototype Program with ROOT
A small scale tracking and geometry-description testbed environment was devel-
oped in ROOT. Our local x? alignment approach was implemented as a prototype
program within this testbed environment. The prototype program was both, a proof-
of-principle application and a starting point for the implementation of our alignment
approach into the ATLAS software framework Athena. Details about the implemen-
tation of the prototype program as well as tests and their results are presented.

e Chapter 4 — Iterative Local y? Alignment in Athena
By far the biggest part of the thesis is presented in this chapter: the implementation
of our local y? alignment algorithm into the ATLAS software framework Athena.
Details of the implementation and the input parameters for our local x? alignment
algorithm — residuals, residual errors and residual derivatives — are described. Tests
with nominal ATLAS SCT setup and various misaligned setups are outlined. The
results of these tests are presented and discussed.

e Chapter 5 — Conclusions
The main points of the preceding chapters are summarized. Ongoing developments
and unresolved issues are pointed out and prospective future developments of our
alignment approach discussed briefly.
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Chapter 1

Introduction

1.1 Standard Model

The Standard Model of particle physics is a successful theory to describe in a coherent way
the properties and interactions of fundamental particles up to energies of O(200 GeV) [1].

The Standard Model is a quantum field theory that describes the interactions of spin—%
fermions. The interactions are mediated by fields or more exactly by field quanta, the
spin-1 gauge bosons. The bosons arise from the requirement of local gauge invariance of
the fermion fields and are a manifestation of the symmetry group of the Standard Model,
that is SU(3)xSU(2)xU(1) [2-5].

The fundamental fermions that are described by the Standard Model are leptons and
quarks [6] and they are grouped in three generations. The interactions between the
fermions belong to two sectors. Firstly the strong interaction described by Quantum
Chromo Dynamics (QCD) with the symmetry group SU(3) and secondly the electroweak
interaction with the symmetry group SU(2)xU(1). The electroweak interaction is a uni-
fication of Quantum Electro Dynamics (QED) and the weak interaction.

The gauge bosons — the mediators of the interaction fields — are per se massless but the
electroweak symmetry group SU(2)xU(1) is spontaneously broken. This leads to the
emergence of massive gauge bosons, namely the W* and the Z°. A theory to describe the
electroweak symmetry breaking is the Higgs mechanism [7] which postulates the existence
of a massive neutral scalar boson, the Higgs boson.

From theoretical arguments (unitarity violation of the cross-section of WW-boson scat-
tering) we expect that in the energy range up to 1 TeV signs of the mechanism of elec-
troweak symmetry-breaking or new particles predicted by theories beyond the Standard
Model must exist. This sets the energy scale for the Large Hardon Collider (LHC) that is
currently built at CERN, the European Laboratory for Particle Physics near Geneva. It
also sets the challenge for the two multipurpose particle detectors at LHC - the ATLAS
and the CMS experiment - to be able to detect a wide range of experimental signatures
of the production and decay of the Higgs bosons or new particles.

1



2 CHAPTER 1. INTRODUCTION

1.2 LHC

In the 27 km long former LEP tunnel a new accelerator and collider is currently installed,
the Large Hadron Collider (LHC) [8,9]. In fall 2005 LHC is beyond the stage of a computer
sketch. The first parts — dipole bending magnets and short straight sections — are already
installed in the tunnel (see figure 1.1). The LHC is designed to accelerate and collide two
proton beams with a proton-proton center of mass energy of 14 TeV. The LHC can be
used for heavy ion collisions as well.

Figure 1.1: Photograph of a section of the LHC already installed in the tunnel.

The beam particles, the protons, are not elementary particles but composite objects which
consist of partons, namely quarks and gluons. Therefore not the total center of mass energy
is available for a parton-parton reaction but only the fraction carried by the two interacting
partons. In the light of this it should be possible for the LHC to probe energy regions up
to 5 TeV [10].

The LHC is built and integrated into the existing infrastructure at CERN as shown in
figure 1.2. The injector and pre-accelerator chain consists of Linac, Booster, PS and SPS
and will supply the LHC with two high intensity beams of protons or lead ions. In case
of proton-proton collisions each beam will be injected into the LHC ring with a proton
energy of 450 GeV. After the injection the energy is ramped up to the final value of 7 TeV
per proton. Super-conducting dipole bending magnets produce a 8.3 T magnetic field to
guide the proton beam through the accelerator ring.

There are two high luminosity interaction points where the two multipurpose detectors
ATLAS (A Toroidal Lhe ApparatuS) [11] and CMS (Compact Muon Solenoid) [12] will
make full use of the discovery potential of LHC. In addition there are two low luminosity
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Figure 1.2: Accelerator infrastructure at CERN. The positions of the LHC experiments
Alice, ATLAS, LHCb and CMS are shown as well. The TOTEM experiment is at the
same site as CMS and is not listed in the drawing.

experiments, LHCDb dedicated to b-physics [13] and TOTEM specialized to forward scat-
tered proton analysis [14]. Finally, there is an experiment dedicated to heavy ion collisions
and the search for the quark-gluon-plasma, the ALICE (A Large Ion Collider Experiment)
detector [15].
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Figure 1.3: The photograph shows the growing ATLAS detector in its underground con-
struction site. The eight coils of the barrel air-toroid magnet system are fully installed
already.
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1.3 ATLAS

The ATLAS detector is a multipurpose particle detector designed to make optimal use of
the discovery potential of LHC. A selection of some of the most important items on the
physics program of ATLAS are the following [16]:

e Discovery of the mechanism of electroweak symmetry breaking, e.g. the discovery
of the Higgs boson.

e Searches for experimental signatures predicted by theories beyond the Standard
Model, like supersymmetric particles, extra space dimensions or dark matter candi-
dates.

e Precise measurements of properties of Standard Model particles, like CP-violation
in B-Meson decay and the masses of the W-boson and the top-quark.

The items on the physics program influenced the guiding principles for the design of
ATLAS. For example one expected signature of supersymmetric particles is missing energy,
if the lightest supersymmetric particle (LSP) is stable, i.e. if R-parity is conserved [17]. A
stable LSP would be a massive neutral weakly interacting particle that cannot directly be
detected by ATLAS and thus creates the missing energy signature. To accurately detect
missing energy the ATLAS detector must be as hermetic as possible and able to detect
particles in the forward regions close to the beamline. Another example for a physics topic
that influenced design and construction and will influence the operation of ATLAS is the
precision measurement of the W-boson mass. The W mass can be calculated from theory
very precisely. In the radiative corrections of the W mass there are terms ~ m?op and
~ In(mpiggs) [16]. Consequently, during early LHC running it is possible to constrain the
Higgs mass (or to rule out the existence of a Standard Model Higgs boson) by accurately
measuring the W mass and the top-quark mass. It is estimated to be possible to measure
the top-quark mass with a precision of 2 GeV at LHC [16]. For the W mass to not
become the dominant uncertainty of the Higgs mass estimation, it must be measured with
a precision of 15 MeV or better [16] where the current world-average of the W mass has
a precision of 38 MeV [18]. To achieve such a precision the systematic uncertainties must
be under control, as statistical errors are not an issue for W mass measurement at the
LHC. The most dominant uncertainty is the absolute energy and momentum scale of the
decay leptons of the W bosons. Consequently, for precision measurement of the W mass
the ATLAS detector must achieve high energy and momentum resolution. This requires
that we have a very precise understanding of the detector, i.e. very good calibration and
alignment.

The ATLAS detector was designed to fulfill the requirements from the items on the physics
program. In figure 1.3 the growing ATLAS detector is shown in its underground construc-
tion site. When construction is finished ATLAS will look like the schematic drawing in
figure 1.4. The ATLAS detector is a sophisticated device and is described in detail in
the Technical Design Reports. Only a brief outline of the different subdetector systems is
given here together with the corresponding references. The SemiConductor-Tracker (SCT)
is covered more thoroughly in section 1.4.
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Figure 1.4: A schematic view of the ATLAS detector.

The magnet system of ATLAS can be seen in figure 1.5. It consists of a super-conducting
solenoid that provides a homogeneous 2 Tesla magnetic field within the volume of the
Inner Detector. The muon spectrometer has its own unique magnetic field, namely an
toroidal field — with a peak field strength of 4 Tesla — generated by eight super-conducting
air core toroids in each end-cap and around the barrel [19-22].

We already stated that hermeticity was a guiding principle for the design of ATLAS. In
a proton-proton collision the two interacting partons mostly have very different momenta
and so their center of mass frame will likely be boosted along the beamline. So for ATLAS
it is vital to cover a large range in 6, the deflection angle from the beamline. Another
variable commonly used in high energy physics experiments to describe the deflection with
respect to the beamline is the pseudorapidity 7, defined as

n=—In (tan <g)> , (1.1)

which is a good approximation of the true relativistic rapidity of a relativistic particle
when its mass and momentum are not known [18].

The ATLAS muon system is by far the biggest subdetector system and the main reason for
the enormous size of the whole detector. It provides both a precision muon spectrometer
and a stand-alone trigger subsystem [23]. The precision measurements are provided by
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Figure 1.5: A schematic view of the ATLAS magnet system.

Monitored Drift Tubes (MDTs) and, in the range 2 < |n| < 2.7, by radiation hard Cathode
Strip Chambers (CSCs). The trigger system covers the range || < 2.4 and consists of
both Resistive Plate Chambers (RPCs) and Thin Gap Chambers (TGCs).

The Calorimeter system consists of an electromagnetic calorimeter (EMC) covering the
region |n| < 3.2, a hadronic barrel calorimeter (TileCal) covering the region |n| < 1.7,
hadronic end-cap calorimeters (HEC) covering the region 1.5 < || < 3.2 and forward
calorimeters (FCAL) covering the region 3.2 < || < 4.9. All ATLAS calorimeters are
sampling calorimeters, but they use different absorptive and active materials. The TileCal
uses iron as absorber and plastic scintillators as active material. The iron also serves as
flux return yoke of the central solenoidal magnetic field. In all other calorimeters (EMC,
HEC and FCAL) liquid argon (LAr) is used as active material. The EMC uses lead as
absorber, the HEC uses copper and FCAL uses copper in its electromagnetic part and
tungsten in its hadronic part [24-26].

The Inner Detector of ATLAS is designed to make high precision measurements of kine-
matic parameters of charged particle tracks in the range |n| < 2.5. It consists of three
subsystems, the Transition Radiation Tracker (TRT), the SemiConductorTracker (SCT)
and the Pixel detector. An illustration of the Inner Detector is shown in figure 1.6.

The TRT is a straw detector designed to operate at very high rates. It has 50 x 10° straws
in the barrel region and 320 x 103 straws in the two end-caps together. The TRT provides
particle identification by measuring transition radiation photons and it provides about 30
measurements per charged particle track which is vital for track-finding and momentum
resolution. The SCT is a silicon strip detector that provides eight precision measurements
per charged particle track. Two strip layers are glued back-to back with a stereo angle of
40 mrad and constitute a SCT module. In the barrel region there are 2112 SCT modules
and in the forward region 1976 SCT modules in total, subdivided in two end-caps. The
Pixel detector consists of 1744 pixel modules very close to the interaction point. The pixel
detector provides high precision measurements for primary and secondary vertex positions
with pixel points 50 pm x 400 pm. [27-29]
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Barrel SCT

Pixel Detectors
Figure 1.6: A schematic view of the ATLAS Inner Detector.

1.4 SCT

The Inner Detector is used for track finding, vertex reconstruction and momentum recon-
struction. No single subdetector of the Inner Detector can do these tasks alone. TRT,
SCT and Pixel detector provide complementary information about particle tracks, e.g.
for the momentum measurement the relative precision of the different measurements is
balanced so that no single measurement dominates the momentum resolution. Because
SCT alignment is the main topic of this thesis we will explain the SCT detector in more
detail.

1.4.1 Principle of operation

Silicon detectors are asymmetric pn-doted semiconductor junctions and to work as a de-
tector for charged particles the pn diode is reverse-biased by applying a positive voltage
on the n side [18]. Thus the depletion zone is artificially increased and a large charge
carrier free volume inside the diode is created. If an ionizing particle passes through the
depletion zone it produces electron-hole pairs along its path, the number being propor-
tional to the energy loss. The externally applied electric field separates the pairs before
they recombine — electrons drift towards the anode, holes to the cathode. The process is
sketched in figure 1.7.

For ATLAS SCT the high voltage (HV) is applied on the back side of the diode (n™ ohmic
bulk contact in figure 1.7). A typical HV value for a non-iradiated ATLAS SCT diode is
150 V.

The SCT signal readout is as follows. Attached to the p™ strips are aluminium readout
strips that are insulated from the diode by a thin silicon-oxide layer. The collected charge
in the p™ strip produces a mirror charge in the aluminum strip. This signal is read out,
amplified, shaped and discriminated. A binary signal is then transmitted to the data
acquisition system, 1 if the readout signal was above threshold or 0 if it was below.

The intrinsic position resolution of silicon detectors is around 5 pum and is limited by
transverse diffusion of the electrons and holes during charge collection [18]. The spatial
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Figure 1.7: An illustration of the principle of operation of a silicon detector. (drawing

from [30]).

resolution of the SCT detector is mainly limited by the distance of two neighboring readout
strips, the pitch, as we will see in section 1.4.2.

Another important effect that needs to be taken into account is the so called Lorentz
shift. As the SCT is operated within a magnetic field of 2 T the free charge carriers
produced by ionizing radiation in the depletion zone are subject to the Lorentz force while
they drift towards the readout strips. This results in an offset of a few microns between
readout-position and the path of the ionizing particle. For ATLAS this effect is corrected
for during offline event reconstruction.

1.4.2 Detector layout

The smallest mechanical unit of the ATLAS SCT detector that we consider in the following
is a SCT module. Each SCT module has two readout sides — with 768 aluminum readout
strips on each side — that are glued back-to-back with a stereo angle of 40 mrad.

SCT modules that are mounted in the barrel part of the detector have four rectangular
silicon diodes, two on each side, as can be seen in figure 1.8. One readout side — the so
called r-¢-side — has its aluminum strips aligned along the beamline, the readout strips
on the other side — the so called stereo-side — are rotated by 40 mrad with respect to the
beamline. The sensitive part of a SCT barrel module is about 12 cm X 6 cm in size and
the strip pitch is 80 pm.
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Figure 1.8: ATLAS SCT barrel module. The readout strips run from left to right and are
not wvisible.

SCT end-cap modules have wedge-shaped silicon diodes where the strips of the r-¢-side
are aligned along lines that emerge radially from the beamline and the readout strips of
the stereo-side are rotated by 40 mrad with respect to this. The strip pitch increases with
radial distance from the beamline and is between 55 pum and 95 pm [31]. This results in
a fanning angle of the readout strips. The radial coverage of the end-caps requires four
different types of modules with either one silicon diode (short modules) or two silicon
diodes (long module) on each readout side. There are three radial positions in the end-
caps: inner, middle and outer position [32]. On the outer position only long modules
are mounted. On the middle position mostly long modules are mounted. The middle
modules on disk 7 have only one diode on each readout side (due to the high radiation

Figure 1.9: ATLAS SCT long middle module in a support frame. The readout strips run
from left to right and are not visible.
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environment) and are called short middle modules (see table 1.2). On the inner position
only short modules are mounted. A long middle module is shown in figure 1.9.

The spatial resolution perpendicular to the readout strips is not limited by the intrinsic
resolution of the silicon diode (about 5 pm) but by the strip pitch. The single hit resolution
is 16 pm perpendicular to the readout strips and 580 pm along the readout strip [33].

The barrel part of the SCT detector consists of four cylindrical superstructures — called
barrel layers — on which a total of 2112 SCT barrel modules are mounted. To achieve an
overlap of neighboring modules the SCT barrel modules are mounted with a 10° tilt at
the surface of the cylindrical barrel structures [34]). Details about the configuration of the
barrel SCT are shown in table 1.1. A fully assembled SCT barrel layer is shown in figure
1.10.

’ SCT barrel configuration ‘

SCT barrel layer | mean radius | number of modules
0 30 cm 384
1 37 cm 480
2 44 cm 576
3 51 cm 672

Table 1.1: List of the mean radius and the number of modules of the four SCT barrel layers

[34]-

The SCT end-cap modules are mounted on nine disks in both forward regions. The two
SCT end-caps are called end-cap A and end-cap C where end-cap A is along the beamline
in positive global z-direction (the ATLAS coordinate system is presented in section 4.1).
Details about the configuration of the SCT end-caps are listed in table 1.2. A fully
assembled end-cap disk is shown in figure 1.11. The inner and outer module types can
be seen. The insensitive region of the disk, where the readout electronic can be seen, is
covered by the diodes of middle modules on the other side of the disk.

’ SCT end-cap configuration

Disk | # inner modules | # middle modules | # outer modules | total
0 0 40 52 92
1 40 40 52 132
2 40 40 52 132
3 40 40 52 132
4 40 40 52 132
5 40 40 52 132
6 0 40 52 92
7 0 40 * 52 92
8 0 0 52 52

Table 1.2: List of the number of the various module types mounted on the nine SCT
end-cap disks [35]. * On disk 7 short middle modules are mounted.
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Figure 1.10: The fully assembled SCT barrel layer 1.

Figure 1.11: The fully assembled SCT end-cap C disk 6. Visible is one side covered with
mner and outer modules.
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1.4.3 Coordinate system

The local coordinate system of a SCT module is a righthanded three-dimensional orthog-
onal frame. It is aligned with the r-¢-side of the SCT module. We will denote the local
frame with (x,y,z). The local coordinate frame is sketched in figure 1.12.

40 mrad stereo angle :
r-¢-side

readout strip

stereo-side

Figure 1.12: The sketch shows the r-¢-side of a barrel SCT module in the front and the
stereo-side in the back. The two rectangular silicon diodes are drawn as one long silicon
diode. The coordinate system of the r-¢-side is sketched.

The origin of the local frame (0,0,0) is at the center-of-gravity of the r-¢-side of the SCT
module. The x-axis lies in the plane of the r-¢-side and is perpendicular to the readout
strips. The y-axis lies in the plane of the r-¢-side as well and runs along the readout strip
direction. The z-axis is normal to the plane of the r-¢-side. We will denote rotations
around the axes (x,y,z) with the angles («,3,7) respectively.
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1.5 Alignment

To make best use of the high spatial resolution of the SCT detectors (16 ym perpendicular
to the readout strip axis and 580 pm along the strip axis) it must be matched by equally
precise geometrical calibration. This geometrical calibration — the process of determining
the exact position of the active detector components within a global reference frame — is
called alignment.

For ATLAS SCT there are various complementary alignment approaches. The first step for
alignment is to build the SCT modules very precisely and to measure the as-built position
of the silicon diodes on a module even more precisely, down to the level of 2 pym for the
local x-coordinate [36]. The modules are then mounted precisely on the superstructures,
like end-cap disks and barrel layers. The position of a mounted module on an end-cap
disk is surveyed with a precision of about 10 pm [36]. The mounting precision for SCT
barrel modules on the barrel layer cylinders is known to be 25 pm [37] and the mechanical
precision of the carbon fiber cylinders themselves is about 100 um. The relative position
of end-cap disks with respect to each other is measured to about 100 pum [36]. The relative
position of the barrel layers with respect to each other is not known at the moment but
estimated to be worse than 100 pm [38]. Finally the relative position of the whole end-caps
with respect to the barrel will be surveyed to about 100 pm.

Adding up all these uncertainties results in an initial as-built alignment precision for each
individual module. At the moment the initial alignment is estimated to be of the order of
what is listed in table 1.3. [38]

Initial SCT alignment precision

alignment precision | SCT barrel module | SCT end-cap module
X 100 pm 50 pm
y 100 pm 50 pm
v/ 500 pm 500 pm

Table 1.3: Initial as-built alignment precision for SCT barrel and end-cap modules [38].
Coordinate azes (z,y,z) denote the local frame of a SCT module (see section 1.4.3).

The numbers in table 1.3 must be compared with the required alignment precision. In
order to not degrade track parameter (see sections 2.1 and 4.1) resolution by more than
20% alignment accuracies must be better than those listed in table 1.4. [27]

’ Required SCT alignment precision ‘

alignment precision | SCT barrel module | SCT end-cap module
X 12 pm 12 pm
y 50 pm 50 pm
v/ 100 pm 200 pm

Table 1.4: Required alignment precision for SCT barrel and end-cap modules [27]. Coor-
dinate azxes (z,y,z) denote the local frame of a SCT module (see section 1.4.3).

With the numbers from table 1.4 we can give a rough estimation of alignment precision
required for the rotational degrees of freedom. Alignment precision for « should be about
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3 mrad, alignment precision for 3 should be about 6 mrad and alignment precision for ~y
should be about 0.2 mrad.

Even more ambitious is the alignment accuracy required to measure the W-boson mass
with a precision of 15 MeV. It is estimated that an alignment accuracy of about 1 um
perpendicular to the readout strips is needed to achieve a momentum resolution that is
precise enough [39].

Consequently, additional alignment information about the SCT detector after installation
and during operation is necessary. A frequency scanning interferometer (FSI) is installed
within the SCT end-cap and barrel support structures. The FSI measures distances be-
tween superstructures and is designed to monitor deformations and movements of end-cap
disks and barrel cylinders with a precision of about 2 pm. The position of individual SCT
modules have to be extrapolated from the FSI measurements. The alignment accuracy of
the FSI for individual modules is not known.

The only other source of alignment information after installation and during operation is
track based alignment which we will discuss in some detail in the following chapters.



Chapter 2

Local y? Alignment Algorithm

In this chapter we present the fundamental algebraic formalism, the core of our alignment
algorithm proposed for the ATLAS SCT detector. Detector alignment is an essential
link in the chain from detector construction to final physics analysis. To fully exploit
the resolution of the ATLAS SCT detector — and thus its physics potential — it must be
aligned with a precision significantly better than its intrinsic resolution. The condition
from [27] that alignment uncertainty should not degrade track parameters by more than
20% requires an alignment accuracy — for example — perpendicular to the readout strips
of an SCT module of about 12 pm. This precision can only be achieved by a track based
alignment approach since constraints from survey and monitoring with FSI are estimated
to be less precise than this.

2.1 Track based alignment

Generally speaking track reconstruction is a two step process: pattern recognition and
track fitting. Pattern recognition takes a prepared sample of hits and flags certain hits
to belong to one ”particle trajectory”. Then track fitting takes over, where a best fit
under certain conditions (particle hypothesis, magnetic field map, tracking model, etc.) is
performed to describe the passage of a charged particle through the detector volume. The
track fit must yield certain important parameters like particle momentum and direction
which are vital to any subsequent physics analysis of the event.

The ATLAS Inner Detector is designed such that under normal circumstances a charged
particle generates more hits than necessary to constrain the set of equations of the under-
lying tracking model. A charged particle track originating from the interaction point will
on average produce 10 hits in the Pixel and SCT detectors and about 30 hits in the TRT.
For a helical track model five track parameters need to be fitted to the hits whereas for a
straight line model it is only four parameters [40]. Thus one has to deal with an overcon-
strained set of equations to which only approximate solutions are possible!. We present
more details about the ATLAS track parametrization and about track reconstruction in
chapter 4.

I This is of course intentional. Only with an overconstrained fit statistical error analysis is possible.

16
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The resulting track is an estimate of the true particle trajectory, where the hits scatter
around the fitted trajectory. The distances between a track and its associated hits are
called residuals and it is the task of a track fitting algorithm to produce track fits with
the smallest possible set of track residuals. This is normally done with least squares
minimization.

While track fitting assumes that the positions of the hits in space are perfectly known and
tries to adjust the resulting tracks accordingly, track based alignment does things exactly
the other way round. Tracks are considered to be perfect and residuals are minimized by
modifying the detector positions. For a large sample of tracks, the residual distribution
of a module with no misalignment should be centered around zero and for a module with
misalignment it should be shifted. The situation is sketched in figure 2.1. The upper
most module and the two lower modules are at their nominal position. Consequently,
for these modules the distribution of residuals from many tracks is centered around zero.
The second from top module is shifted with respect to its nominal positions and thus the
residual distribution associated with this module is shifted and not centered around zero.

number
of hits

readout strips

|
rr e r

residual

ECOMSUNRET, spomesit™H) . silicon strip module
particle tracks

Figure 2.1: The sketch shows four layers of modules and particle tracks passing through
them. The second from top module is shifted with respect to its nominal position.

Thus, hits, tracks and the resulting residuals are the common ground of all track based
alignment approaches. However, they differ in the derivation of alignment corrections
from input residual distributions. The approach we pursue for ATLAS SCT alignment
treats each of the 4088 modules independently and uses a linearized y?-minimization of
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the residuals with respect to all six degrees of freedom of a rigid body to infer the most
likely set of alignment corrections for each given module.

2.2 Algebraic Derivation

The equations describing this in a mathematically rigorous fashion are presented in this
section.

We derive the alignment algorithm from the following y?-function:

m
@R, ) = Y (A ) V() (2.1)

i € tracks

Here 7; = 7;(d, 7;) is the vector of residuals measured for track i. 7;(a@,7;) is a function of
alignment parameters @ and of the track parameters 7;. @ is the vector of all alignment
parameters of all modules that have hits associated to one of the tracks. 7; is the vector of
track parameters of track ¢, e.g. for straight line tracks 4 parameters and for helix tracks
5 parameters [41]. m is the number of tracks that are used for alignment and V; is the
covariance matrix of the residual measurements of track <.

We assume that y? for a perfectly aligned detector resides in a minimum, therefore we
require:

dx?(a)
da

=0 (2.2)

For ease of reading the dependence of x2 on (7, ..., y) is suppressed in the notation.

The term - in equation (2.2) we define as follows:

dd
d “
= N 2.3
da y (23)
dan

To solve equation (2.2) we rewrite x? as a Taylor expansion around the expansion point
dy where dj is the vector of initial alignment parameters.

) (@— dyp) (2.4)

a=ao

As we attempt a linear least square minimization we only expand x? up to first order in
Ad with Ad = (@ — dp).

Requirement (2.2) in equation (2.4) yields:
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d tracks
_ dri(a@) IR dri(a@) -1 dﬁ(ﬁ))T .
= Z ( o >2VZ 7i(dp) + Z ( diy )2‘/; ( das Ad

tracks

(2.5)

> tracks 15 a shorthand notation for Y ;"¢ ;.,.ks and will be used in all the following equa-

tions as well. ﬁ is a shorthand notation for the derivative with respect to @ evaluated at

a = dp. A few intermediate steps are shown in appendix A to demonstrate the manipula-
tions we employed to get the final result of equation (2.5). They are omitted here to keep

focused on the derivation of alignment parameter corrections.

The term % in equation (2.5) we define as follows:

dzy  dzg
. da da
di dr;  dzy

Z=| 88 (2.6)

From equation (2.5) follows immediately a formal solution for the alignment parameter
correction Ad:

M__<z (ddz))v(dd‘(f)T)(Z (dd(o))vu)) 27)

tracks tracks

Equation (2.7) is a set of n coupled linear equations where

n = number of degrees of freedom of one module X number of modules. (2.8)

For the 4088 SCT modules of the full ATLAS setup with the six degrees of freedom of a
rigid body n = 24528. One of the alignment approaches for the ATLAS Inner Detector,
namely the global y? approach [42], tries to solve equation (2.7) by inverting the large
matrix on a dedicated parallel computer system.

It is the core concept of our approach to solve equation (2.7) approximately by breaking
it up into many small independent sets of equations, namely one set of six coupled linear
equations for each module. This approach was used for alignment of the BABAR SVT
detector [43].

To split up equation (2.7) we need to make certain assumptions about it. Some of these
assumptions are very well motivated, but others are quite ad hoc. To show the exact
nature of the simplifications we make we have to dissect equation (2.7) first.
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To evaluate the d’;%(f) terms in equation (2.7) we write out the total derivative:

da da da 07

(2.9)

Now we have expressed one total derivative as a function of another, namely ‘Zg. The

track parameters 7; have a dependence on the alignment parameters of the n modules
that have hits associated to the track 1.

T = wi(dy, da, ..., dp) (2.10)
To get a handle on ”ggi we need to go back to equation (2.1) and realize that we can also
minimize y?(a@, 71, . . ., m) With respect to 7; and thus get an expression for A®; = 7; —7; 0.

This goes in complete analogy to equations (2.2) - (2.7) and yields:

—1
L. dF(@, )\ 1 dﬁ-(aﬁi))’f ((dﬁ(%)) e )
A g — Ty — TG0 — — - .= V - .= - .= V 7 s Mg
e (( dmio ) ‘ ( dmio dmio i Til@ o)

A detailed derivation of equation (2.11) is shown e.g. in [42]. Again we used the
d d

o — i |z,
ual 7;(d, 7;0) is no longer a function of 7; but has been evaluated with the initial track
parameters T; o already.

shorthand notation. It is worth noting that in equation (2.11) the resid-

In equation (2.11) appears a term that can be identified as the covariance matrix C; of
the track parameters .

-1

A7 (@, 7))\ -1 (dﬁ(c‘i, ﬁ))T
Cr=|(— M)y =22 2.12
(( dio ) ’ dio (212)

In the following equations we will use C; as a notational shorthand form for the above
expression.

By using equation (2.11) as an equation for 7; we can now get from total to partial
derivatives:

d7(@ 872(5,7?2-0)) . (8@-(5,@))7“
di ( oa Vi C Cr (2.13)

Reinserting (2.13) into (2.9) we get:

dﬁ'(aﬁi)_3771(577?1)_(873(5,7?10)) - (%(M))T o, @R o,

da oa oT, 70 o 3
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To see the underlying structure more clearly we need to switch to index notation and look
at the entries W of the matrix %. Here ;3 means the residual of track ¢ on
module k£ and @ is the vector of alignment parameters of module .

In index notation equations (2.9) and (2.14) become:

drix(dy, 7;) _ or; (G, 7))  d7t; Or; p(dy, ;) _

dd, oa; da, ow;
:((’M))_((’H))V@())C <6<>>
oa; oa; t 0750 T om;

(2.15)

With equation (2.15) we are now in the position to discuss the two cases k =1 and k # [.
For the k = [ case we can remove from the track parameters 7; the dependence on a; and
thus force jgi = 0. To do so we must use unbiased track parameters, i.e. track parameters
calculated with the hit on module k£ removed from the track. The track parameters then
do not depend on the alignment parameters of module £ anymore and — most importantly
— are not biased by any misalignment of module k (hence the name). So for k = [ and

"k-unbiased” track parameters 7; equation (2.15) reduces to

ddy, ody,

It is obvious that we cannot remove all hits from track i to unbias it entirely. Without
hits there is no track. Even the removal of one hit already degrades the quality of the
track fit. As we will see in chapter 4 removing one measurement from track i will leave its
fit quality good enough for the purpose of our alignment approach. Any misalignments
from modules [ # k will still bias the track parameters and consequently the residual and
derivative calculation.

In case of k # [ the term %Z:l’“ﬁi) = 0 as r; does not explicitly depend on @; and so
equation (2.15) becomes

dr; k@, 71) (am@,ﬁm) ) (amw‘l,ﬁ,-))T (ama’k,ﬁi))
_ L. SaUARALYAS YOI (il RN 1
dd; daj v om0 Cr oR; (2.17)

This is not necessarily zero. It is a gauge of the correlation between measurements from
modules k£ and I. More exactly, from equation (2.17) we see that there is a anti-correlating
effect between modules. This can be easily understood by going back to figure 2.1.

If initial alignment parameters have the second from top module at its nominal position
directly above and below the other three modules, then tracks fitted through hits on the
four modules are pulled to the left. The track parameters are biased by the misalignment.
When trying to correct for this misalignment the second from top module is for sure shifted
from the initial position towards its actual position, i.e. to the right. But the other three
modules are shifted from their initial positions to the left, because of the biased track
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parameters. The "left-right” anti-correlation from this example is a direct consequence of
equation (2.17).

In equation (2.17) we identify

(WW)T.C <W> _u (2.18)

87?1'0 87?i

as the error contribution of the track parameters to the residual error. Consequently,
VZ»_1 -U; is a weight factor of the correlation term in equation (2.17). For a diagonal
measurement covariance matrix V; and a diagonal track covariance matrix U; the term
V71 U is the squared ratio of track error and measurement error of the residual.

The origin of correlations between modules in track based alignment is the common error
of the track parameters of one track. Modules that have hits associated to the same
track share a common error source and are thus correlated. In the light of this we can
understand the intrinsic weight factor in equation (2.17). Residual measurements where
the contribution of the track error is small compared to the hit error, only have a weak
correlation to other residual measurements on the track.

Nevertheless the anti-correlation effect cannot be discussed away. Still we need to suppress
the correlations given by equation (2.17) if we want to solve the alignment fit equation
(2.7) for each module individually. We chose to ignore equation (2.17) and set

dr; (@, ;)
da

0. (2.19)

In section 2.3 we consider an iterative algorithm that indirectly restores the correlating
effects which we suppress here.

Having said all this, we can now write equation (2.9) in a simplified form:

dri1(d1,7)  drig(d2,7;) Ori1(d1,74) 0
di(a. 7 day _ day _ dad i oo
Ti(aa 772') i dri1(di,m)  dria(d2,7) - Or;o(d2,7;) B
g = dljl‘z dtjiz - ~ oz, =
0
Ori1(d1,74)
o7,
Ori 2(@2,7;)
I (220)

Ori n (An,7;)
Odn,

The only non diagonal part of equation (2.7) then is the covariance matrix of the resid-
ual measurements V;. The entries a?kk in the diagonal of V; correspond to the squared
measurement error of residual r; ;. The non-diagonal elements o; x; of V; correspond to cor-
related measurement errors due to multiple coulomb scattering (MCS). The non-diagonal
nature of V; can be suppressed by only using high momentum tracks (i.e. p > 10 GeV) 2
to stem the effect of MCS.

2In the following we set h =c =1
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Assuming that MCS effects are negligible we can write:

2
01‘21 0 051
2 )

V; ~ 052 =1 . (2.21)
0 ’ aé

and equation (2.7) disentangles to

Ady — — ( 3 lelzk <8T;§iik)) (37”;226?))T> _1_ ( 3 0:2,? (W) rik(ﬁk0)>

tracks tracks
(2.22)

where Ady, denotes the vector of alignment corrections for module k.

From this stage onward we will only look at the alignment corrections of individual mod-
ules, so we drop the index k in the notation.

The linear approximation of the covariance matrix for the vector of alignment parameters
d is given by [44]

A=) = (S AG G)) e

tracks

And thus the error o, ; of the alignment parameter a; is given by

Oaj = \/O'gjj (2.24)
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2.3 Iterative approach

To overcome the manifest limitations regarding correlations, this approach is designed to
run iteratively. In figure 2.2 the basic concept behind the iterative approach is shown.
Initial detector layout and hit positions are fed into the track reconstruction machinery.
Once hits are associated to tracks and optimal track fits have been done, residuals and
derivatives for each module and all tracks are calculated. Then, after the whole track
sample has been analyzed the x?-minimization as outlined in section 2.2 is done for each
module. Thus the best fit estimates for alignment corrections for each module are derived
and the detector layout is updated. With this updated detector layout and the original
hits a new run of track reconstruction and subsequent alignment is started with the same
track sample. This procedure is expected to converge to final alignment corrections for
each module. If convergence criteria are met the alignment task is finished.

Updated detectordayout
Initial —
detector-layout Track Calculate Calculate % -minimization |Yes Adjust
reconstrucion [~ ™|  residuals [~ *| derivatives [~ ™ . , [ 7| detectorlayout
Hit positions —> Misalignment?

No

Final Misalignment

Figure 2.2: Flowchart of iterative local x* alignment.

As each module is treated independently to derive the alignment corrections, no correla-
tions with respect to other modules are taken into account during one iteration. However,
track parameters with a better fit quality (due to a better aligned detector layout used for
track reconstruction between iterations) gradually bring correlations into play.



Chapter 3

Prototype Program with ROOT

3.1 ROOT

ROQT is an object-oriented analysis framework aimed at solving the data analysis chal-
lenges of high energy physics [45].

While not specialized for the ATLAS experiment like the dedicated ATLAS software frame-
work Athena (see section 4.1), ROOT is a good test bed for code design and prototype
development. Powerful geometry and detector description packages, tracking packages and
math libraries, especially linear algebra routines and of course histogramming and fitting
tools are provided within the ROOT framework.

3.2 (Geometry setup and tracking model

Part of the price for not working in the ATLAS software framework Athena was the ne-
cessity to implement ATLAS SCT specific geometry and detector description into ROOT.
For sake of simplicity we decided to use only one SCT barrel module for alignment studies
with the prototype program. Detector description of the SCT module within the ROOT
geometry manager resembles a real ATLAS SCT barrel module as closely as possible. The
simulated module has two readout sides that are rotated with respect to each other by a
stereo angle of 40 mrad. One side we will call the r-¢-side and the other side we will call
stereo-side. Each readout side is 12 cm x 6 cm in size, 285 pum thick and has 768 readout
strips with a strip pitch of 80 um. The centers-of-gravity of the two readout sides are
spaced 885 pum apart in local z-direction (see section 1.4.3). We simulate each readout
side as one ”long” silicon diode and not as two ”short” silicon diodes that are wirebonded
to each other (see 1.4.2). See figure 3.1 for details.

In the context of the ROOT prototype program we will use three coordinate systems.
Firstla, a global coordinate frame in which the position of the SCT module is defined
and secondly two local coordinate frames, one for each readout side of the SCT module.
The global frame is a righthanded three-dimensional orthogonal frame (%,y,z). The origin
(0,0,0) of this frame is our simulated interaction point from which all tracks emerge. The
local frames of the two readout sides are righthanded three-dimensional orthogonal frames

25
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Figure 3.1: Setup of the SCT module geometry with ROOT GeoModel. The two readout
sides of a SC'T module are visible. They are rotated by an angle of 40 mrad with respect to
each other. The simulated readout strips on each side of the SC'T module are not visible.

as well. We will denote the local frame aligned with the r-¢-side of the SCT module
with (x,y,2), as outlined in section 1.4.3. We will describe all alignment parameters and
all rotations of the SCT module with respect to the r-¢ frame. The three angles («,3,7)
denote rotations around the r-¢ coordinate axes (x,y,z) respectively. The other local frame
(x,y’,2") is aligned with the stereo-side where 7z’ is normal to the plane of the stereo-side, y’
is along the readout strips of the stereo-side and x’ is perpendicular to the readout strips.
We only need the stereo frame for our definition of the in-plane residual (see section 3.3.1).

In the geometry setup of our ROOT prototype program we placed the SCT module at the
global coordinates (0, 20 cm, -44 cm) and tilted the SCT module with an angle § = 10°.
This corresponds to a SCT module on barrel layer 2.

We implemented a simple tracking model with straight line tracks. All tracks come from
the origin of the global coordinate frame and are aimed at the SCT module with a random
spread of the track direction to homogeneously hit the entire module cross section, as
shown in figure 3.2.

Our tracking model in the ROOT prototype program has certain limitations. The tracks
are perfect straight lines without any associated tracking error and we only simulate the
SCT readout as a single strip readout without cluster hit formation (see section 4.3.4).
For a real SCT module the p™ strips collect the free charge carriers in the diode volume
below the area of + half the strip pitch around the center of the strip. This results in
a finite hit resolution that is mainly limited by the strip pitch. In the ROOT prototype
program we approximate the aluminium readout strip that is attached to the p™ with a
straight line and associate a hit to the readout strip if the track passes within a distance
of + half the strip pitch. The result is a finite hit resolution that is in good agreement
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Figure 3.2: Straight line tracks originate from a common vertex, propagate through the
detector volume and hit the SC'T module.

with the finite hit resolution of a real SCT module.

3.3 Implementation

From equation (2.22) it is evident that we need three types of input to perform the
linearized y?-minimization and infer alignment parameters. We need residuals, residual
errors and residual derivatives with respect to the alignment parameters.

3.3.1 Residual and residual error estimates

In section 2.1 we already gave a general definition of a residual as the distance between a
track and an associated hit. Commonly this is interpreted as the distance between track
and hit in the plane of the detector. The distance vector lies in the plane of the detector
and we will call this type of residual an in-plane residual r;,_piane-

In an alternative definition is the residual is defined as the Distance Of Closest Approach
(DOCA) between track and hit. Normally this means that the distance vector does not
lie in the measurement plane. We will call this type of residual a DOCA residual rpoca.
See figure 3.3 for details.
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Impact Point

distance of closest approach residual

Readout strips

| &——— Particle Track

in-plane residual

Figure 3.3: Two definitions for “residual” are possible. The red line between track and
readout strip is the in-plane residual. The green line is the distance of closest approach
(DOCA) residual.

The calculation of 74,_piane in the tracking and geometry schema adopted for the ROOT
prototype program is as follows. In the local frame of each readout side the only relevant
coordinate to describe a readout strip is the x-coordinate (or x’-coordinate). The in-plane
residual is then defined as the signed distance between the x-coordinate of the readout
strip and the x-coordinate of the impact point of the track on the plane of the readout
side.

Tin—plane = Timpact point — Lreadout strip (31)

We calculate rpoc 4 by calculating the distance between crossing straight lines. One line
represents the straight line track and the other line represents the SCT readout strip that
was hit. Both lines are described by a point and a direction vector.
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C1 d1
readout strip: Z=¢c+rd=| c2 | +K| do (3.3)
3 ds

The necessary input for this representation of a line is readily accessible in the tracking
and geometry schema adopted for the ROOT prototype program.

The signed shortest distance between the two lines rpoca is calculated as follows [46]:

ay —C a2 —C2 az —cC3

b1 b b3
dy do ds
TDOCA = > - (3.4)
b1 bg b2 bg b3 bl
dl dg d2 d3 d3 dl

The sign of rpoca is determined by the sign of the determinant in the numerator of
equation (3.4) and is incidentally in our limited tracking model with all tracks coming
from the same direction always the same as the sign of 74, _piane-

All investigations with the prototype program in ROOT were done with both 74, piane
and 7poca. In figure 3.4 distributions of 7, _piane and rpoca for both readout sides
are shown. We generated straight line tracks until 10000 hits on each readout side were
accumulated. The distinctive top hat shape of the residual distribution has two reasons.
Firstly the straight line tracks have no fitting uncertainty, consequently the edges of the
residual distributions are not smeared out. And secondly we consider only single strip
hits in our prototype program. Cluster hits, where two neighboring readout strips are
associated to a track, would produce a triangular shaped residual distribution (see section
4.3.4). Without track smearing and using only single strip hits every distance from the
center of a readout strip up to + half the strip pitch is equally probable as the impact
point of a track. A flat residual distribution is the result. The observed RMS of the
residual distributions is ¢ = 23 um as expected for a top hat distribution with a width of
80 pm (see appendix A).

Because we simulate perfect straight line tracks without track fit error, the RMS of the
residual distributions is the only error contribution of our residual measurement and so
we use it as the residual error estimate.

To simulate the effects of track smearing, to test the robustness of our alignment algorithm
against such effects and to validate proper error estimation and propagation, in addition
we simulated a random gaussian readout with a standard deviation equal to the RMS of
the top hat distribution, i.e. ¢ = 23 pm. As shown in figure 3.5, gaussian shaped r;,_piane
and rpoca distributions are the result.

All investigations with the prototype program in ROOT were done with both top-hat
shaped and gaussian shaped residual distributions.
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Figure 3.4: Residual distributions for ri,_piane (upper left and upper right plots) and rpoca
(lower left and lower right plots). The top hat shape is a result of the simplifications
within the ROOT prototype program. The RMS of the distribution is in agreement with
the expected standard deviation of 23 pum.
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Figure 3.5: Residual distributions for rin_piane (upper left and upper right plots) and rpoca
(lower left and lower right plots). The gaussian shape is a result of the random gaussian
smearing of the hit position on the readout side plane.
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3.3.2 Residual derivatives

We calculate the derivatives of 74,_piane and rpoca with respect to the six alignment
parameters a; numerically with the difference quotient.

8"0z'n—plome . 742’n—plane(ai + hz) — Tin—plane (ai - hz)

drpoca _ rpocalai + hi) — rpocal(a; — h;)
8CLZ‘ th

(3.6)

Tin—plane (@i + hi) and rpoca(a; + h;) are computed by shifting the SCT module from its
original position in the r-¢ frame about the parameter h; and redoing the r;,_piune and
rpoca calculations for both readout sides.

Distributions of Tmaa”l“”e and 8”50“ based on top hat shaped residual distributions are
shown in figures 3.6 and 3.7. The coordinate axes (x,y,z) denote the coordinates of the r-¢
frame and («a,(,7) denote the angles of rotation around (x,y,z) respectively. The absolute
values of Tinaa’fl“"e and 8T?)OCA are a direct measure of the sensitivity of track based align-
ment to constrain the ahgnment parameter a;. As expected, a misalignment in x-direction
is the translational degree of freedom that is constrained most. A misalignment along the
x-direction would result in a direct shift of the residual distribution. Misalignments in
y-direction on the other hand are only weakly constrained as only the small stereo angle
gives rise to any sen81t1v1ty along this directions at all. Only hits on the stereo side yield a
non-zero value of r’"agl‘me and ar%‘;o“‘ Our alignment algorithm is only sensitive to the
z-direction because the incident angle of the tracks with respect to the module plane is
not 90°. Due to the tilt angle of the SCT module of 10° sensitivity from the x-coordinate
is transferred to the z-coordinate and consequently the values of W and ar%% are

non-zero.

The rotational degrees of freedom are fairly well constrained, as even tiny rotations result
in obvious distortions of the residual distributions. This is because of the large lever arm a
rotation has due to the size of the SCT module (12 cm x 6 cm). The different widths of the
derivative distributions for the rotational degrees of freedom are due to the different lever
arms (rotations with 3 only have a lever arm of up to 3 cm whereas rotations with « and
~ have lever arm of up to 6 cm. The coordinate axes that are affected by a rotation have
different sensitivities. A rotation with v results in a displacement along the x-direction
and is thus strongly constrained. Rotations with o and 3 however, result mainly in shifts
along the z-direction and are consequently not as strongly constrained.

In section 4.3.6 we discuss the residual derivative distributions in more detail. Distribu-
Tin—plane

tions of 2 e and ‘%’5& based on gaussian shaped residual distributions are shown
in appendix B and look similar to the distributions in figures 3.6 and 3.7.

3.3.3 Alignment procedure

Residual measurements, residual error estimates and residual derivatives from both r-¢-
and stereo-side of the module are fed into equation (2.22). We can combine the mea-
surements from both readout sides because two assumptions hold true. Firstly the two
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Figure 3.7: Distribution of @SOQ\, for 10000 hits on both sides of the SC'T module with top hat shaped rpoca distribution.
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readout sides of a SCT module are fixed with respect to each other. Together both sides
constitute a module with only the six degrees of freedom of a rigid body and no inter-
nal degrees of freedom, like twisting or bending. And secondly, the r-¢- and stereo-side
residual measurements are uncorrelated. A scatter-plot showing the uncorrelated behav-
ior of measurements from r-¢- and stereo-side is shown in appendix B. Therefore the two
measurements can be treated as independent input for the linearized y?-minimization.

3.4 Tests and results

To test the statistical behavior of all components of the ROOT prototype program and to
validate the error estimation and error propagation we repeated the complete simulation-
reconstruction-alignment chain 500 times with nominal alignment. Each time straight line
tracks were generated until 1000 hits were accumulated on both sides of the SCT module
for a total of 2000 hits on the module!. The computed alignment parameters were filled
into pull distribution histograms. This is shown for alignment with 7;,_piune in figure 3.8
and for alignment with rpoca in figure 3.9 respectively.

The pull is defined as

_ Misalignmenti Truth — @i calculated

Pull,, = (3.7)

05 calculated

The error o; of the calculated alignment parameter a; is computed according to equations
2.23 and 2.24 respectively.

If the error estimates for the alignment parameters are correct we expect a pull distribution
with a RMS of 1 and if the alignment parameters are not biased the pull distribution should
be centered at 0. In figures 3.8 and 3.9 we can see that both expectations are fulfilled for
top hat shaped 7i,—piane and rpoca distributions as input. For gaussian shaped r;,—piane
and rpoc 4 distributions as input the pull distributions are shown in appendix B and both
expectations are fulfilled as well.

!That means a sample of one million hits was processed. For technical reasons this sample size could
not be increased so more repetitions or more hits were not possible.
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Figure 3.8: Pull distributions for the siz alignment parameters with top hat shaped r;p_piane distribution.
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As the core of our alignment algorithm is a linearized y?-minimization it is instructive to
look at the x? distributions and the y? probability distributions, P(x?). In figure 3.10
these distributions are plotted with top hat shaped 74,—piane and rpoca distributions as
input and in figure 3.11 with gaussian shaped residual distributions as input.

[ x*distributionofr, | [Entries 500 [ y2-distribution of r__ | [ Entries 500
o Mean 2000 o Mean 2001
2 eof RMS 39.51 L ok RMS 39.54
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w 50 Overflow 0 w 501_ Overflow 0
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Figure 3.10: x2? and P(x?) distributions based on top hat shaped Tin—plane aNd TDOCA
distributions for 500 runs.

The Number of Degrees Of Freedom (ng,f) of each x? is 2000 because of the 2000 residual
measurements for each run. With gaussian shaped input distributions we expect for the
mean j of the x? distribution p = ng, 7 = 2000 and a standard deviation of o = /2 ngos ~
63 [47]. We also expect flat P(x?) distributions. We observe in figure 3.11 that our
expectations for x? distributions based on gaussian shaped input are fulfilled. For top hat
shaped input we observe for the x? distributions in figure 3.10 that p = ngor but that the
RMS is smaller than /2 ngos. The corresponding P(x?) distributions are not flat but are
shaped as expected for top hat shaped input [48].

By comparing the top hat shaped and the gaussian shaped input distributions (figures 3.4
and 3.5) we can explain these observations. For the top hat shaped residual distributions
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Figure 3.11: x? and P(XQ) distributions based on gaussian shaped 7i,—piane and rpoca
distributions for 500 runs.

the probability for small residuals (and consequently for small y?) is smaller than for
gaussian shaped residual distributions. For the top hat shaped residual distributions the
probability of residuals larger than half the strip pitch is zero and consequently large values
of x? are suppressed. This is the reason why the y? distribution based on top hat shaped
input has a smaller RMS than the one based on gaussian shaped input and why small and
large values in the P(x?) distributions are suppressed and intermediate values more likely.

To validate that our alignment algorithm can recover misalignments we repeated the com-
plete simulation-reconstruction-alignment chain 500 times with misalignments. As before,
each time straight line tracks were generated until 1000 hits were accumulated on both
sides of the SCT module for a total of 2000 hits on the module. We simultaneously
misaligned all six degrees of freedom with the following misalignments: Ax = 50 um,
Ay = 200 pym, Az = -200 um, Aa = 5.0 mrad, AG = -5.0 mrad, Ay = 5.0 mrad. The
resulting alignment parameter distributions for alignment with top hat shaped r;,—_piane
and rpoca are shown in figures 3.12 and 3.13.
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Figure 3.12: Alignment parameter distributions for the siz alignment parameters with top hat shaped r;p_piane distribution and applied
misalignment.
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From the RMS of the alignment parameter distributions in figures 3.12 and 3.13 we con-
clude that within the ROOT prototype program our alignment algorithm recovers the
applied misalignments with an accuracy that meets the required alignment accuracy (see
section 1.5 and table 1.4). However, there are tails in the alignment parameter distri-
butions where the calculated alignment parameters are outside of the required alignment
accuracy. The origin of the second peak in both a, distributions is unknown.

3.5 Discussion

We successfully developed and implemented a prototype version of our proposed local 2
alignment approach in ROOT. Within the prototype program we could test the alignment
machinery in a controlled environment.

We validated that both definitions of residual — in-plane residual and distance of closest
approach residual — are usable for our alignment approach and yield comparable alignment
results. We chose to use the distance of closest approach residual for the implementation of
our proposed local x? alignment approach within the ATLAS software framework Athena.
There are two main arguments for this choice. Firstly, the need to handle two local coordi-
nate frames to calculate r;,_piane and especially the derivatives 8”"8_77“"6 is cumbersome.
Secondly, because of the fanning angle of the readout strips of SCT end-cap modules
(see section 1.4.2) the definition of r;,—piane for SCT end-cap modules is not as simple as
equation (3.1). Conversely, the prospect of having a homogeneous definition of residual
for different types of detectors and the comparable performance of both definitions in the
prototype program encouraged us to use rpoca for the implementation of our proposed
local x? alignment approach within Athena.

We validated that both top hat shaped and gaussian shaped residual distributions are
suitable as input for our alignment approach and that errors are estimated and propagated
correctly for both types of residual distributions. This result is of special importance for
the implementation of our proposed local x? alignment approach within Athena. There
the residual distributions are a convolution of a top hat shaped and gaussian shaped
distributions (see 4.3.4).

We showed that our alignment algorithm is able to recover misalignments and that within
the ROOT prototype program the achievable alignment accuracy fulfills the requirements
stated in section 1.5. In general we can say that the proof of principle was successful and
that we could establish and validate the full chain of track based detector alignment, from
particle tracks to alignment parameters within the ROOT prototype program.



Chapter 4

Iterative local y? alignment in
Athena

The bulk of this thesis was the implementation of our local x? alignment approach into
the existing structure of the ATLAS software framework Athena.

4.1 Athena

All software activity for the ATLAS experiment is supported and connected by a common
framework called Athena.

7 All levels of processing of ATLAS data, from high-level trigger to event simulation, re-
construction and analysis, take place within the Athena framework; in this way it is easier
for code developers and users to test and run algorithmic code, with the assurance that all
geometry and conditions data will be the same for all types of applications (simulation,
reconstruction, analysis, visualization).” [49]

An example of the interplay between reconstruction, detector description and visualization
is shown in figure 4.1.

4.2 Coordinate systems

The global coordinate system we use in the following sections is the tracking frame. It
is a righthanded three-dimensional orthogonal frame (X,y,Z) where the z-axis is aligned
with the magnetic field orientation of the central solenoidal magnetic field and the origin
(0,0,0) is at the interaction point [41]. To denote directions in this frame we use the angular
coordinates ¢ and 0. ¢ is the azimuthal angle and 0 the deflection angle with respect to the
z-axis. In addition to the angle § we also use the pseudorapidity n as defined in equation
(1.1). The other coordinate system we use is the local frame of each SCT module. The
local frame is a right-handed three-dimensional orthogonal frame (x,y,z) as well. The
local frame is aligned with the r-¢-side of the SCT module and is in accordance with the
definition of the local frame in section 1.4.3.

The track parameters in Athena also have a global and a local representation.

43
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Figure 4.1: HepVis is a three dimensional event display and an example for the inter-
play between different software components in Athena. Detector description software and
reconstruction software provide the input for the visualization software HepVis. In the
event display a single particle track coming from the interaction point can be seen. From
left to right the track has hits on two pizel barrel modules, on three SCT barrel modules
and on several TRT straws. The position track parameters on each surface are denoted by
turquoise balls and the momentum track parameters by red arrows.

Tglobal = (f, _'a Q) (41)

Here & is the global position, p the global momentum and ¢ the charge of the track.
This global representation is independent from the underlying track model. The local
representation of the track parameters for a helix track is given by five parameters:

Tlocal = (lla l2, ¢7 97 %) (42)

Here local means that the track parameters are defined on a surface and (11, l2) denote the
two coordinates in the local frame of the surface. However, the three parameters (¢, 0, %)
are a representation of the momentum in the global frame.
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4.3 Implementation

The complexity and scale of the ATLAS experiment requires that Athena is modular,
robust and flexible enough to meet the needs of the experiment throughout its operational
lifetime. Therefore Athena is split into many packages where each package is dedicated to
a narrow task.

Athena is an event-driven framework designed to execute a set of user-specified algorithms
event by event. An event in Athena consists of all the data recorded or simulated for a
triggered event, e.g. a bunch-crossing or an event with cosmic ray particles. A set of
events is called a run. The algorithms are software programs within Athena that process
and analyze the data of all events in a run. To run within Athena an algorithm has to
implement three methods: initialize(), execute() and finalize().

At the start of an Athena job, before the first event of the run is processed, Athena
calls the initialize() methods of all user-specified algorithms. In its initialize()
method each algorithm creates the instances of helper classes it needs, books histograms
and ntuples and retrieves the helper tools (called AlgTools in Athena) it needs. During
initialize() the framework itself launches common services that are needed by the
algorithms, like histogramming- and ntuple-service, the detector description service or
StoreGate. StoreGate is a transient datastore where all software components of an Athena
job (Algorithms, AlgTools and Services) can deposit data that can then be accessed by
the other components. StoreGate enables the data flow between the components of an
Athena job. All alignment parameters and calibration constants for the ATLAS detector
are stored in the conditions database. During initialize() a copy of the conditions
database is either retrieved from an official database server or created from a local file
that contains the relevant alignment parameters and calibration constants.

Once all initialize() methods are processed the run is started. Athena then loops
through all events of a run and for each event calls the execute () methods of all user-
specified algorithms. In their execute () methods the algorithms process the event data,
for example do pattern recognition, track fitting and subsequent track-based detector
alignment. The algorithms share information with each other via StoreGate.

At the end of the Athena job, after the last event of the run, Athena calls the finalize ()
method of each algorithm. In the finalize() method an algorithm produces the final
results of the processed run and writes out histograms, ntuples or objects from StoreGate
to file.

4.3.1 Chi2AlignAlg

Within Athena our local x? algorithm is called Chi2AlignAlg. It is an
official part of the ATLAS software framework and located in the package
InnerDetector/InDet Alignment /SiRobustAlign [50, 51].

The schematic diagram in figure 4.2 sketches the data flow during one Athena job with
Chi2AlignAlg. Only a fraction of the complex network of software components of an
Athena job is shown.

During initialize() Athena creates a transient copy of the conditions database. By
transient copy we mean that the lifetime of this copy of the conditions database is only
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Figure 4.2: A schematic overview of the data flow during one Athena job with
Chi2AlignAlg. Details about the different software components are given in the text. Iter-
ations are possible by inserting the alignment parameters from the output file of one job
as imput parameters for the conditions database of the next job.

the duration of one Athena job. The conditions database supplies the initial alignment
parameters that are needed by Chi2AlignAlg. In section 2.2 we discussed the role of
initial alignment parameters. In its initialize () method Chi2AlignAlg creates multiple
instances of a helper class called Chi2AlignModule. One instance for each SCT module
is created. During the run each instance of Chi2AlignModule will accumulate the input
information for alignment (residuals, residual errors and residual derivatives) for its SCT
module.

In its execute() method Chi2AlignAlg retrieves a TrackCollection from StoreGate. A
TrackColletion contains instances of the common track class in Athena (TrkTrack) [41].
The TrackCollection has been written to StoreGate by another algorithm possibly imple-
menting a track selection. All tracks in the TrackCollection are then refitted. The techni-
cal details and reasons for the track refit are outlined in section 4.3.3. Chi2AlignAlg then
loops through all refitted tracks and for each track loops through all hits and calculates
residuals, residual errors and residual derivatives. For each SCT module this information
is stored in its Chi2AlignModule instance.

After the run — during finalize () — each Chi2AlignModule instance calculates the align-
ment parameters for its SCT module with equation (2.22). Chi2AlignAlg then updates
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the conditions database with this new alignment parameters.

As outlined in section 2.3 our alignment approach is designed to run iteratively. The
Athena EventLoopManager — the software component that loops through all events in
a run — is only capable to loop through a run once. To iterate through the events of a
run more than once a MultipleEventLoopManager was made available upon our request.
However, the mechanism to iterate within one Athena job is not yet fully functional and
under development. A workaround-solution for us was the following: It is possible during
initialize() to create the transient conditions database from an input file and it is also
possible during finalize() to write out the updated conditions database to an output
file. By using the output file of a previous Athena alignment job as the input file of the
next alignment job we were able to start an iteration cycle as sketched in figure 2.2.

4.3.2 Track sample

As input tracks for all subsequent studies and tests we used a sample of 400k simulated
single pion events. The sample was simulated with Athena release 10.3.0 with a flat
distribution both in ¢ and 7 in the range |n| < 5. More details about the track sample can
be found in [52]. The sample consists of 20k events each for 7% and 7~ at ten different
particle energies. The energies are 1 GeV, 3 GeV, 5 GeV, 10 GeV, 20 GeV, 50 GeV, 100
GeV, 200 GeV, 500 GeV, 1000 GeV. As discussed in section 2.2 we apply a momentum
cut of p > 10 GeV to reduce the impact of multiple coulomb scattering on the track fit
quality and thus to reduce correlated errors between SCT modules. After the momentum
cut we are left with a sample of 280k single pion events. As the sample was simulated
with a flat n-distribution only 140k events are within the acceptance region |n| < 2.5 of
the SCT detector. An additional quality cut was imposed to get isolated tracks without
wrongly associated hits: all events with secondary tracks from an hadronic interaction
of the primary pion were rejected and not used for alignment. With these cuts we are
left with a final sample of 132131 tracks that have hits in the SCT. We will call this the
selected track sample.

With the selected track sample each SCT module receives a certain fixed number of hits.
The distributions of the number of hits per module (Ng;;) for all SCT barrel and end-
cap modules are shown in figure 4.3. We observe that the mean of both distributions is
about 260 hits per module. This is what we expect with 130k Tracks, eight SCT hits
per track, i.e. two hits on four SCT modules and 4088 modules in total. The tails of
both distributions are towards higher Nz;;s which is a bias to the good, as more hits on
a module reduce the statistical error of the alignment parameter estimation. The cross
sections of SCT modules that are closer to the interaction point correspond to larger solid
angles than the cross sections of modules that are further away. For example the SCT
modules on barrel layer 0 receive almost twice as many hits than those on barrel layer 3.

It is noteworthy that the selected track sample and thus the number of hits per module is
small. We expect that a track sample one order of magnitude larger is needed to achieve
the required alignment accuracy (see section 1.5). Such a sample was not available for the
Athena release we used for our studies, i.e. 10.5.0.
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Figure 4.3: Distributions of the number of hits (Niis) on SCT barrel and end-cap modules
with the selected track sample.

4.3.3 Track reconstruction

We did the initial reconstruction of the simulated single pion sample with Athena release
10.5.0. The reconstruction algorithm we used was xKalman.

”xKalman is a reconstruction package for the ATLAS Inner Detector. It by itself encap-
sulates a complete suite of all necessary Event Data Model classes, services, tools and
algorithms to fully reconstruct tracks, do vertexing and more. It is therefore its own copy
of the Inner Detector software. The package was born in ATRECON in fortran and the
C++ code is still very much written in this style, making it in parts hard to read. Never
the less, it is a very powerful package.” [53]

The TrackCollection for each event that xKalman registered to StoreGate was persistified
and written out to an ESD file.

"The Event Summary Data (ESD) should contain the detailed output of reconstruction,
so that refinements of combined reconstruction (e.g. particle identification, track refitting,
jet calibration) can be done from the ESD, following improvements of algorithm or of
calibration/alignment.” [54]

As stated above, ESD files are very well suited for our purpose. With the reconstruction
information contained in the ESD file we can do track refitting without redoing the CPU-
intensive pattern recognition.

We split the initial reconstruction of the single pion sample into 40 parallel Athena jobs
that were processed at the lIxbatch farm at CERN. Each of the 40 reconstruction jobs took
eight hours to complete. This is to be compared with the time it takes to run one alignment
job (i.e. one iteration) with the selected track sample. On a computer comparable to the
computers in the Ixbatch farm it takes 45 minutes for one Athena alignment job to finish.

As outlined above, pattern recognition for the single pion sample was done with xKalman.
Before Chi2AlignAlg uses the tracks for alignment they are refitted with a KalmanFilter-
TrkFitterTool [55]. There are two main reasons for the track refit. Firstly it serves to
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incorporate the updated alignment parameters into the track parameters. Secondly for
the refit the track is stripped of its TRT hits and refitted as a silicon-only track, i.e. the
track refit is done only with the hits from the Pixel and SCT subdetectors. We remove
the TRT hits from the tracks to avoid a bias from the TRT subdetector on our alignment
of the SCT detector.

The refitted tracks are then used by Chi2AlignAlg to obtain the input parameters for our
alignment approach, that is residuals, residual errors and residual derivatives, discussed
in turn in sections 4.3.4 - 4.3.6.

We obtained all the following results with Athena release 10.5.0 and Chi2AlignAlg from
tag SiRobustAlign-00-00-24 of the SiRobustAlign package.

4.3.4 Residuals

A common definition of the residual for different types of detectors allows for a homoge-
neous, modular and reusable program code. Consequently, as discussed in section 3.5 we
decided to use the distance of closest approach (rpoca) as a definition for the residual,
since it has a common definition for SCT barrel modules and for all four types of SCT
end-cap modules. An in-plane residual would need a different definition for SCT barrel
modules and SCT end-cap modules due to the fanning angle of the readout strips on SCT
end-cap modules. In addition the definition of rpoc 4 is flexible enough to be extended to
other types of detectors, like the ATLAS Pixel detector.

Like in the ROOT prototype program rpoc 4 is calculated as the distance between a track
and a straight line. The straight line represents the readout strip that is associated with
the hit. Extrapolating the track parameters to the straight line (a StraightLineSurface
in Athena terminology) with a TrkExtrapolationTool yields local track parameters at
the point of closest approach of the track to the StraightLineSurface [56]. The local
track parameters are given in the AtaStraightLine-representation where the two local
coordinates (l1,l2) are (localR,localZ) and denote the radial distance from the straight
line and the z-position along the line. More details on track extrapolation can be found
in [57].

The radial distance local R is a signed quantity and thus complies exactly with our defini-
tion of TDOCA-

rpoca = local R (4.3)

The sign convention of localR is described in [41]. Distributions of rpoca for SCT barrel
modules are shown in figure 4.4 and distributions of rppoca for SCT end-cap modules are
shown in figure 4.5.

Not all hits in an SCT module are single strip hits. A certain percentage of hits are cluster
hits. For tracks that originate from the interaction point 23% of all SCT barrel module
hits and 1.7% of all SCT end-cap module hits are cluster hits. The difference between
the number of SCT barrel module cluster hits and SCT end-cap module cluster hits is
explained below. A cluster hit is produced if two or more neighboring SCT readout strips
collect a charge above the discrimination threshold and produce a hit signal.
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Figure 4.4: Residual and pull distributions of single strip hits (left) and cluster hits (right)
on all SCT barrel modules with refitted unbiased tracks.
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Figure 4.5: Residual and pull distributions of single strip hits (left) and cluster hits (right)
on all SCT end-cap modules with refitted unbiased tracks.
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During reconstruction the neighboring single strip hits are joined together and form a
cluster hit. rpoca distributions for SCT barrel module and SCT end-cap module cluster
hits are shown in figures 4.4 and 4.5. The rpoca distribution of two-strip cluster hits
without any smearing from track fitting uncertainty is not top hat shaped like for single
strip hits, but triangular shaped. The triangular shape comes from the convolution of two
neighboring top hat distributions. To represent a cluster hit and to calculate rpoca we
use a StraightLineSurface as well. The straight line of a cluster hit runs parallel to the
readout strips and through the center-of-gravity of the cluster hit.

The difference between the number of cluster hits in SCT barrel modules and SCT end-
cap modules is a purely geometrical effect. The incident angle of tracks from the inter-
action point on the SCT module with respect to the most sensitive coordinate, i.e. the
x-coordinate, is different for SCT barrel and SCT end-cap modules. Incident angle distri-
butions for SCT barrel and SCT end-cap modules are shown in figure 4.6. The reason for
the different incident angles is that to achieve an overlap of neighboring modules the SCT
barrel modules are mounted with a 10° tilt at the surface of the cylindrical barrel struc-
tures [34]). Consequently, the normal vector of the SCT module plane — the z-coordinate
in the local frame — is tilted by 10° with respect to a vector that emerges radially from
the beamline. The path of a charged particle from the interaction point within the silicon
diode crosses readout strip boundaries and the produced electrons drift towards neigh-
boring readout strips. For SCT end-cap modules on the other hand the incident angle is
90° and the transverse component of the path of a charged particle, i.e. the movement
along the local x-coordinate, is negligible. The probability of a cluster hit is suppressed
accordingly. The incident angle with respect to the local y-axis only plays a minor role for
cluster hit probability. The dependence of cluster hit probability on incident angles was
studied experimentally [33] and our observations in the simulation are in accordance with
the experimental results.

[ Barrel Phi Angle Distribution | [ Entries 559090 [ EndCap Phi Angle Distribution | [ Entries 530579
Mean 98.64 00 Mean 90
0 [ RMS 3.073 ) F RMS 1.024
@ 70000~ Underflow 0 2 E Underflow 0
E r Overflow 0 E 1801 Overflow 0
L0 600001 W 160f
50000F 140p
- 120f
40000 o
u 100
30000 80F
20000 60
- 40
10000~ E
C 20
o) S S S PRI S O:H“qu‘Lxuuxu
0 50 100 150 0 50 100 150
o [degree] o [degree]

Figure 4.6: ¢ impact angle of the tracks on SCT modules with respect to the local x-
coordinate.

We obtained the residual distributions in figures 4.4 and 4.5 with unbiased track parame-
ters as explained in section 2.2. To unbias the track parameters as described in section 2.2,



CHAPTER 4. ITERATIVE LOCAL Y2 ALIGNMENT IN ATHENA 53

i.e. to remove the hit information from the fit of the track parameters, we use the inverse
Kalman update capability of the Athena KalmanUpdatorTool [58]. To remove a bias from
the track parameters that was introduced by a misaligned SCT module it is in principle
not sufficient to remove only the hit information for which we calculate the residual. If
a track has a hit on the other side of the SCT module as well, this hit information must
also be removed to get true unbiased track parameters, because the two readout sides are
assumed to be fixed with respect to each other and thus correlated. The functionality to
get true unbiased track parameters is not implemented in Chi2AlignAlg yet. We did all
studies and tests with semi-unbiased track parameters where only one hit at a time was
removed from the track.

In figures 4.4 and 4.5 the rpoca distributions for single strip hits are not top hat shaped
and the rpoca distributions for cluster hits are not triangular shaped. This comes from
the fact that the distributions are convoluted with a gaussian distribution that represents
the errors of the track fit. As we saw in chapter 3 the linear least squares method works
for top hat and gaussian distributed residuals as long as the residual distributions are
unbiased and we estimate the residual error correctly [48].

To assess our estimate of the residual error the pull = U’”Dgig& is also shown in figures 4.4
T

and 4.5. We discuss the error estimation in detail in section 4.3.5.

If our estimate of the residual error is correct we expect pull distributions with a RMS of 1.
This is not the case. For SCT barrel modules we seem to overestimate the residual error,
hence the RMS of the distribution is smaller than 1. Whereas for SCT end-cap modules
we underestimate the error and consequently the RMS is bigger than 1. The reason for
this is a wrong track fit error from the KalmanFitter in release 10.5.0 [59, 60].

Another characteristic of the rpoca distribution for SCT barrel modules in figure 4.4 is
a visible shift of the distribution for SCT barrel layer 0 modules with respect to layers 1,
2 and 3. This is discussed in more detail in section 4.4.1.

Some of the tests in section 4.4 yield poor results. This is in large parts attributable
to a degraded input. We consider this to be not an intrinsic flaw of Chi2AlignAlg. To
explain what we mean with degraded input a comparison between residuals from unbiased
silicon-only refitted tracks and residuals from original xKalman tracks (still biased and
with TRT hits) is drawn. In figure 4.7 xKalman residuals for SCT barrel modules are
shown. xKalman residuals for SCT end-cap modules are shown in appendix B.

Several things are noteworthy. Firstly, the residual distribution for barrel layer 0 is not
shifted for xKalman tracks and we can conclude that the shift was introduced by the track
refit. Secondly, as one can see from the ” Entries” number in the statistics box, during the
refit some tracks are lost. This is known to occur most frequently for tracks that have
hits near the edge of a module which is exactly the overlap region between SCT modules
which is of special importance for track based alignment. Thirdly, the number of outlier
hits with large residuals is much reduced for original xKalman tracks compared to refitted
tracks (as can be seen from the ”Underflow” and ”Overflow” entries in the statistics boxes
of figures 4.4 and 4.7). The incorrect treatment of outlier hits during track refit is known
[61] and superior track refit tools are under development.

The three issues highlighted here all propagate through the alignment machinery of
Chi2AlignAlg and degrade the calculated alignment corrections.
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Figure 4.7: Residual and pull distributions of single strip hits and cluster hits on all SCT
barrel modules with xKalman tracks.

4.3.5 Residual error estimates

We calculate the error o, poca of rpoca as follows:

2 2 2
0r DOCA = OHit + OTrack (44)
Here oy denotes the error component of rpoca that comes from the finite resolution
of the SCT and opyqc denotes the fit error of the local track parameter localR. The
distributions for op,qcx and op;+ are shown in figure 4.8.

As in the ROOT prototype program we calculate op;; as

strip pitch

Niv) sin(yp)

OHit =
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where ¢ is the incident angle with respect to the local x-coordinate (see figure 4.6).

Due to the fanning angle of the readout strips of SCT end-cap modules the strip pitch
is not constant, but a function of the local y-coordinate. The varying strip pitch of SCT
end-cap modules can be seen in figure 4.8. To calculate the correct strip pitch we use the
impact point of the track to get the local y-coordinate along the strip.

To calculate o for cluster hits we also use equation (4.5). This is not correct as equation
(4.5) only holds for top hat shaped distributions. The correct handling of cluster hits and
especially cluster hit rpoca errors in Chi2AlignAlg is still under development.

OTrack 18 provided by the TrkExtrapolationTool. The track extrapolation not only prop-
agates track parameters to a local surface but also the covariance matrix of the track
parameters. The track fit error of localR is then obtained from the local covariance ma-
trix. The substructure of the o, distribution in figure 4.8 comes — among other things
— from tracks with different numbers of hits, from tracks with overlap hits, i.e. hits on two
SCT modules in the same layer, from tracks with outlier hits or from tracks with different
momenta. This substructure and its impact on the performance of Chi2AlignAlg is still
under investigation.

2
Also shown in figure 4.8 is the ratio U(fg“f’“. In section 2.2 we identified this ratio as

a measure of the correlation between modules. The value of this ratio is an indication
wether the rpoca measurement is dominated by the uncorrelated finite hit resolution of
the SCT or by correlated track fit errors.

4.3.6 Residual derivatives

Residual derivatives with respect to the six degrees of freedom for SCT barrel modules
are shown in figure 4.9 and for SCT end-cap modules in figure 4.10. We calculate the
derivatives numerically with the difference quotient from equation (3.6). The coordinates
(x,y,z) denote the coordinates in the local frame and («a,(3,y) are the angles of rotation
around (x,y,z) respectively. We already discussed in section 3.3.2 that 8”5700"‘ is a direct
measure of the sensitivity of track based detector alignment to constrain the alignment
parameter a;.

As we simulated a SCT barrel module in our ROOT prototype program figure 4.9 can be
directly compared to figure 3.7. The sensitive coordinate, i.e. local x, is constrained the
most by track based detector alignment. Compared to this the local y-coordinate is only
weakly constrained as only hits on the stereo-side of a SCT barrel module contribute a
non-zero 87"%% (see section 4.4.1). Due to the tilt angle of 10° some of the sensitivity of

the local x-coordinate is transferred to the z-coordinate. The ‘%%% distribution directly
reflects the incident angle distribution for SCT barrel modules in figure 4.6. The flipped
sign of ar%gCA and 87"%20“‘ in figure 4.9 compared to figure 3.7 is due to an opposite sign
convention for rpoca in the ROOT prototype program and in Chi2AlignAlg in Athena.
The dip at zero for the ar%% distribution in figure 4.9 has a geometrical reason. To yield a

small ar%% value the impact point of a track has to be very close to the center of rotation,
i.e. the center of gravity of the r-¢-side. The surface area and thus the hit probability
decreases for smaller distances between impact point and center of rotation. Again due to
the tilt angle this behavior is transferred in part to the 87"%% distribution. Of course this
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argument begs the questions why this was not observed in the ROOT prototype program.
This discrepancy between the prototype program and the implementation of Chi2AlignAlg
in Athena is not understood. The asymmetry of ar%% is also a consequence of the tilt

angle of 10°. If the tilt angle was -10° the ('%%% distribution would be flipped.

In figure 4.10 the &"g# distributions of all SCT end-cap modules are shown. The two

peaks in the 8”36% distribution come from modules on end-cap A (peak at +1) and
modules on end-cap C (peak at -1). The 8”’8% distribution of SCT end-cap modules

compared to the &%% distribution of SCT barrel modules shows the gain in sensitivity

along the local y-coordinate due to the fanning angle of the readout strips. The 874%# dis-
tribution reflects the incident angle distribution for SCT end-cap modules (see figure 4.6).
As the mean incident angle is 90°, the local z-coordinate is only weakly constrained by
track based detector alignment with tracks from the interaction point (see section 4.4.1).
The incident angle of 90° also explains the small values for ar%% and BT%%. These
rotational degrees of freedom of SCT end-cap modules are only weakly constrained by
track based alignment compared to SCT barrel modules as there is no tilt angle and thus
no sensitivity is transferred from the x-coordinate (see section 4.4.1).

The substructure in the ar(’%& distributions in figure 4.10 comes from the four different
types of SCT modules used in the end-caps and from the module configurations on the
end-cap disks. This substructure and its impact on the performance of Chi2AlignAlg is
under investigation.
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4.4 Alignment tests and results

To test the performance of the Chi2AlignAlg — especially the convergence after a few
iterations — several tests with nominal ATLAS SCT setup and various misaligned setups
were done.

4.4.1 Tests with nominal alignment

All figures in sections 4.3.4 - 4.3.6 were done with the nominal ATLAS detector geometry
we described in section 1.4.2. Many features of Chi2AlignAlg can be tested with nominal
alignment. Also, the performance of Chi2AlignAlg with nominal alignment serves as a
reference for tests with misaligned detector geometries.

In the following sections we will always associate the residual-, alignment parameter-, and
pull-distributions to the Athena job, i.e. the iteration, they were produced in. For example
the initial residual distribution of all SCT modules on barrel layer 0 in figure 4.11 is called
”from iteration 1.

We already stated in section 4.3.4 that there is a manifest shift of 6 pm of the residual
distribution of barrel layer 0. This shift is an artifact of release 10.5.0 and comes from
a wrong handling of the Lorentz shift in the barrel pixel modules [62]. This is a nice
example of a perceived misalignment due to correlation effects between modules that we
ignore completely during one iteration (see section 2.2 and figure 2.1).

We stated in section 4.3.3 that xKalman is ”its own copy of the Inner Detector software”.
xKalman does not rely on an Athena tool to handle the Lorentz shift, but corrects for it
internally. This is the reason why the xKalman residual distributions are not affected by
this software bug as we saw already in section 4.3.4 (see figure 4.7, for reference xKalman
residual distributions for barrel layer 0 are shown in appendix B).

Our approach does not take correlation effects into account, that is they are not corrected
for, and Chi2AlignAlg does not do pixel detector alignment yet. Consequently, the 6 um
shift is perceived as a real misalignment and thus removed as can be seen in figure 4.12
where the residual distribution of barrel layer 0 from iteration 2 is shown. The 6 pum shift
is reduced to 2 pm. During subsequent iterations the alignment parameters for all SCT
modules are adjusted such that the residual distributions are centered at 0 and with the
smallest possible rms. This is shown for SCT barrel modules in figure 4.13 - 4.15 and for
SCT end-cap modules in figures 4.16 - 4.18. We observe that through the iterations some
single strip hits are misidentified as cluster hits. Due to the internal handling of single
strip hits and cluster hits we estimate that this does not influence the performance of
Chi2AlignAlg. Nonetheless it is an indication of possibly incorrect detection and treatment
of cluster hits within Chi2AlignAlg.
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Figure 4.11: Residual and pull distributions from iteration 1 of single strip hits and cluster
hits on all SCT modules of barrel layer 0 with refitted unbiased tracks. The 6 um shift is
clearly visible.
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Figure 4.12: Residual and pull distributions from iteration 2 of single strip hits and cluster
hits on all SCT modules of barrel layer 0 with refitted unbiased tracks. The shift is reduced

to 2 um.
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Figure 4.13: Residual distributions from iteration 1 of single strip hits and cluster hits on
all SCT barrel modules with refitted unbiased tracks.
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Figure 4.14: Residual distributions from iteration 5 of single strip hits and cluster hits on
all SCT barrel modules with refitted unbiased tracks.
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Figure 4.15: Residual distributions from iteration 10 of single strip hits and cluster hits
on all SCT barrel modules with refitted unbiased tracks.
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Figure 4.16: Residual distributions from iteration 1 of single strip hits and cluster hits on
all SCT end-cap modules with refitted unbiased tracks.
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Figure 4.17: Residual distributions from iteration 5 of single strip hits and cluster hits on
all SCT end-cap modules with refitted unbiased tracks.
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Figure 4.18: Residual distributions from iteration 10 of single strip hits and cluster hits
on all SCT end-cap modules with refitted unbiased tracks.
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As for the ROOT prototype program we determine the pull distributions for the alignment
parameters with equation (3.7). For iteration 1 the pull distributions for SCT barrel
modules are shown in figure 4.19 and for SCT end-cap modules in figure 4.20. In figures
4.19 and 4.20 the pull of all 2112 SCT barrel modules and all 1976 SCT end-cap modules
is shown. These pull distributions are comparable to figure 3.9 in the same sense as the
canonical average is comparable to the time average in statistical mechanics. In Athena
we run 2112 alignment jobs for SCT barrel modules in parallel whereas in the ROOT
prototype program we ran 500 alignment jobs sequentially.

Having said this we can now interpret figures 4.19 and 4.20 in the same way as figure 3.9.
For unbiased alignment parameters with a correct error estimate according to equations
(2.23) and (2.24) we expect pull distributions centered at 0 and with a rms of 1. For figure
4.19 both conditions are only fulfilled approximately and for figure 4.20 only poorly. We
attribute this behavior to the shortcomings of Chi2AlignAlg and of Athena release 10.5.0
as outlined above.

It is instructive to look at the differential pull distributions of a later iteration, e.g. iter-
ations 5 and 10. Differential pull distributions for SCT end-cap modules for iteration 5
and 10 are shown in figures 4.21 and 4.22 (for reference, differential pull distributions for
SCT barrel modules for iterations 5 and 10 are shown in appendix B). By differential pull
we mean the alignment correction with respect to the previous iteration normalized by its
error, i.e.

Aa; iteration n
A pu”ai iteration n — — - (46)
0; iteration n

We assumed for equation (2.2) that y? for a perfectly aligned detector resides in a minimum
and so we try to minimize it. As x? approaches a minimum the necessary alignment
corrections Aa; become smaller from iteration to iteration. The error o; associated with
the alignment correction Aa; does not decrease from iteration to iteration as it is basically
the initial residual error propagated through the y2-minimization. While o7, of the
residual is affected by alignment corrections, o+ is not. Consequently for the differential
pull distributions we expect narrow distributions centered at 0. The distributions in figures
4.21 and 4.22 fulfill this expectations in general, but we observe large tails that bias the
RMS of the distributions to larger values. The tails come from modules with significant
alignment corrections even after 5 or 10 iterations. In other words, there are modules that
do not converge on a stable alignment after a few iterations.
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Figure 4.19: Alignment parameter pull distributions from iteration 1 for all sixz degrees of freedom of all SCT barrel modules.




67

CHAPTER 4. ITERATIVE LOCAL Y2 ALIGNMENT IN ATHENA

sanpows dvo-pua )G 110 fo wopaauf fo

soo.ubap T1S 11D 40f [ U0 UWLOL SUO0UNQLISIP 1INd 4232UDLDA JULWUDYY 07 T 9INSTg

A d 0
e ||nd e |Ind e [Ind
o1 g 0 g 0T- o1 g 0 G 0T- o1 5 0 5 o
O - -
Joz Joz Joz
Jov Jor Jov
109 Ho9 Joo
—08 Jos o
Joot b ]
] _.U_._ -OO._” _.U_._ I.OOH _.U_._
o mopspun vaeonalozr =, 6 P~ voeoral) o, S o noepUn vaeoal)) =
16T SNy o deopu3 | 3 £Or'T Swy o deopu3 | 3 Zor'T Sy odeopu3 ozt @
85020 ueaiy €8E50'0- ueapy £820°0 ueapy
9,61 sauug | [ ewwes uonnguisia-jind deopug | 9/6T seuug | [ Blog uonnguisia-lind degpu3 | 9.6T seuu3 | [ BUdiv uonnguisia-lind degpug |
v4 Js X
e ||nd e ||nd e ||nd
o1 g 0 G- 0T- ) S 0 G 0T- o1 5 0 5 o
T S - S
] oz 4t
oz ] Joz
] Jov E
i 1 o€
—or Joo Jov
I.O@ mow Imom
] ] Joo
1 Joot 3
—os ] Imow
] _.U_._ I“ON._” _.U_._ Imow _.U_._
e g 2 [T e e S i e 3
veLT SN o deopua | 3 22Tt Sy 0 deopu3 [l 3 6LLT Sy 0 deopus [l 3
8995000 ueaiy 18€80°0- uesiy 9€TC0 uesi\
9/61 seu3 | [ Z uonnguisia-lind degpu3 | 9/61 seu3 | [ A uonnquisia-lind degpug | 961 salug | [ X uonngiisig-lind degpug |




CHAPTER 4. ITERATIVE LOCAL Y2 ALIGNMENT IN ATHENA

68

[ EndCap Pull-Distribution X | [ Entries 1976 [ EndCap Pull-Distribution Y || Entries 1976 EndCap Pull-Distribution Z | [ Entries 1976
Mean 0.05347 Mean -0.07223 Mean -0.01306
%) RMS 1.045 0 RMS 0.7356 ) RMS 0.3558
m mmo.m:anmuo Underflow 1 _n_H.v _mm:anuo Underflow 2 % moo_mm:aomvo Underflow 0
= [[]EndCap A Overflow 2 = 600|[Jendcap A Overflow 1 = ._H_m:nomu A Overflow 0
w300 w . w ;
3 500
500F ”
250 F r
400 400
200 [ [
150 300 o
100 200F 2001
50 100~ 100f-
b o C TP T R
%% 5 0 5 10 %% s 0 5 10 %% 5 0 5 10
ull a ull a ull a
pull a pulla, pull a,
[ EndcCap Pull-Distribution Alpha | [ Entries 1976 [ EndcCap Pull-Distribution Beta | [ Entries 1976 EndCap Pull-Distribution Gamma | [ Entries 1976
Mean -0.01417 Mean 0.0007092 Mean 0.04939
n RMS 0.3631 0 RMS 0.5983 n RMS 0.7176
@ ﬂoo_mm:anmuo Underflow 0 Q9 moo_|m:a0wu0 Underflow 2 0 _|m:n0mu0 Underflow 0
m [[]endcap A Overflow 0 m. ._H_m:aOmu A Overflow 0 W 400([JEndcap A Overflow 0
Y oo Y s00f 4 ssof
- i 300F
S00F 400F :
F r 250F
400 r F
o wOO.I 200F
300F C c
. 200F 150p
200 L o
F C 100F
o 100f E
E N | P vl E 0 PR B
.@,o -5 0 5 10 -10 -5 0 5 _ _ 10 @HO -5 0 5 10
ull a ull a ull a
p o P B P Y

Figure 4.21: Differential pull distributions from iteration 5 for all six degrees of freedom of all SCT end-cap modules.
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The flow of alignment parameters through the iterations is shown for two SCT modules
of end-cap A in figures 4.23 and 4.24. In figure 4.23 the module clearly converges on a
stable set of six alignment parameters. The true nominal alignment, i.e. 0, is within the
statistical error estimate of four of the six alignment parameters after ten iterations. For
alignment parameter a, nominal alignment is within three standard deviations and for a,,
within a little more than one standard deviation.

The alignment parameter flow for the module in figure 4.24 is erratic. We observe no
convergence of the six alignment parameters. The true nominal alignment is not within the
error estimate for any of the six alignment parameters after ten iterations. Our estimate is
that modules with an erratic convergence behavior are hit by a comparatively high number
of ”pathological” tracks that have bad fit quality and outlier hits. We will come back to
this issue in section 4.4.3. For reference the alignment parameter flow of two SCT barrel
modules is shown in appendix B.

The flow of alignment parameters through the iterations for all SCT modules of end-cap A
and end-cap C — without error bars — is shown in figures 4.25 and 4.26. We can observe
that the majority of SCT modules do converge on a stable alignment after a few iterations.
Only few modules show an erratic behavior similar to figure 4.24. From the spread of the
alignment parameters of modules that do converge on a stable alignment we can draw
conclusions how much Chi2AlignAlg can constrain each of the six degrees of freedom.
This statement is highly correlated to what we said in section 4.3.6 about the residual
derivatives being an indication how much track based alignment can constrain a specific
degree of freedom.

By analyzing the alignment parameter distributions for the SCT end-caps and the SCT
barrel after ten iterations we can give an estimate of the alignment accuracy limits. Align-
ment parameter distributions after ten iterations for SCT barrel and end-cap modules
are shown in appendix B. For the setup of Athena and Chi2AlignAlg we chose for this
study and with the selected track sample as outlined in section 4.3.2 the estimates of the
alignment accuracy limits are listed in table 4.1. We obtained the 95% confidence level
estimate for each alignment parameter by taking a symmetric interval around zero that
contained 95% of the entries [63]. The 20 gaussian fit estimate comes from a gaussian
fit of the alignment parameter distribution. This can be seen for example in figure B.14
where the standard deviations of the gaussian fits are shown. The 20 statistical error
is the mean (over all modules) of the error of the alignment parameters calculated with
equations (2.23) and (2.24).

The difference between the accuracy of a, for SCT barrel and end-cap modules is be-
cause of the tilt angle of the barrel modules and the sensitivity transferred from the local
x-coordinate to the local z-coordinate (see section 4.3.6).

We already stated in section 4.3.4 that the residual error for SCT barrel modules is overes-
timated and for SCT end-cap modules underestimated. The residual errors are propagated
through the alignment machinery and consequently, we observe in figures 4.19 and 4.20
that the statistical error for the alignment parameters is overestimated for SCT barrel
modules and underestimated for SCT end-cap modules. This behavior is mirrored in the
alignment accuracy limits in table 4.1.

We observe that a gaussian fit does not describe the alignment parameter distribution
correctly. Therefore our estimates of the alignment accuracy achievable with the present
setup are the 95% CL alignment accuracy limits.
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’ Alignment accuracy limits
alignment SCT barrel module SCT end-cap module
parameter | 95%CL | 20 gauss fit 20 stat 95%CL | 20 gauss fit 20 stat
Gz 96 pum 73 pm 57 pm 38 pm 28 pm 9.8 pm
ay 505 pm 341 pm 337 pm 290 pm 179 pym 113 pm
a 490 pm 350 pm 298 pum 2205 pm 1587 pum 600 pm
Qg 3.0 mrad 2.4 mrad 2.4 mrad 41 mrad 20 mrad 17 mrad
ag 5.1 mrad 4.3 mrad 3.5 mrad 25 mrad 20 mrad 10 mrad
Qy 0.66 mrad | 0.49 mrad | 0.49 mrad | 0.75 mrad | 0.51 mrad | 0.25 mrad

Table 4.1: Alignment accuracy limits of Chi2AlignAlg with the presented setup and the
selected track sample.

In figure 4.28 the alignment parameter flow of all SCT modules from barrel layer 0 is
shown. We observe a falling tendency of the alignment parameters a, to offset the 6 um
shift of the initial residual distribution.

The spread of alignment parameters for barrel layer 0 and thus the inferred alignment
accuracy is significantly better than for the whole SCT barrel. In fact the alignment
parameters of the SCT modules on barrel layer 3 set all the alignment accuracy limits for
SCT barrel modules in table 4.1. We attribute this to the fact that the hits on barrel layer 3
are the last hits on the refitted tracks and to calculate the unbiased input for alignment
(residuals, residual errors and residual derivatives) involves a real extrapolation, not an
interpolation between hits like for the SCT modules on the other barrel layers. The same
argument is true for the outer most disks of the two end-caps. In general we can say that
the 95% CL values in table 4.1 have contributions from statistical as well as systematical
uncertainties. To further understand the nature of systematical effects is the subject of
ongoing studies.
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Figure 4.23: Alignment parameter flow of module 2/2 /10/1 (end-cap A disk 2) through ten iterations The module converges on a
stable set of siz alignment parameters.
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Figure 4.25: Alignment parameter flow of all 988 SCT modules on end-cap A through ten iterations.
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Figure 4.26: Alignment parameter flow of all 988 SCT modules on end-cap C through ten iterations.
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Figure 4.28: Alignment parameter flow of all 384 modules on SCT barrel layer 0 through ten iterations.
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4.4.2 Misalignment setups

In the previous section we established the alignment accuracy of Chi2AlignAlg with nomi-
nal alignment with 95% confidence level. We expect that misalignments significantly below
this accuracy are not recovered by Chi2AlignAlg. We conducted several tests to assess
the ability of Chi2AlignAlg to recover different types of misalignment. We did two types
of tests, single module misalignment where only 22 selected modules were misaligned and
systematic misalignment where we misaligned all modules of end-cap A disk 3 or barrel
layer 2 in a systematic way.

For systematic misalignments we used three different sets of misalignments for our tests.
Details about the three sets of misalignments are listed in table 4.2.

Systematic misalignment sets

MisalignmentSetLayer2_01 Az =50 um
Barrel layer 2 MisalignmentSetLayer2_02 Ay =200 um
MisalignmentSetLayer2_03 Az = =200 pym
MisalignmentSetDiskA3_01 Az =50 um
Endcap A disk 3 | MisalignmentSetDiskA3_02 Ay = 200 pum
MisalignmentSetDiskA3_03 Az = —-200 um

Table 4.2: List of systematic misalignment sets. The misalignment shifts are with respect
to the local coordinate frame of each module. For example a Ax shift would correspond to
a ¢ rotation of the whole layer or disk around the global Z-axis .

The 22 modules selected for single wafer misalignment are listed in table 4.3. They were
chosen among the 4088 SCT modules such that no track originating from the interaction
point would hit more than one misaligned module. Eight different sets of misalignments
were applied to the 22 modules. In table 4.4 the details of each set of misalignments are
listed.
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’ Modules for single module misalignment

Superstructures | Layer / Disk | Phi | Eta

0 0 -1

1 15 3

Barrel 5 3 )
3 42 5

0 0 0

1 30 2

2 10 1

3 45 0

Endcap A 4 20 2
5 5 1

6 39 0

7 15 1

8 51 0

0 15 1

1 2 0

2 22 2

3 17 1

Endcap C 4 47 0
5 27 2

6 7 1

7 28 0

8 41 0

Table 4.3: List of the 22 modules selected for single module misalignment. The classifica-
tion is according to the ATLAS offline readout identifier scheme [35].
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Misalignment sets for the 22 modules

MisalignmentSet22_01 Az = 50 pm
MisalignmentSet22_02 Ay =200 pm
MisalignmentSet22_03 Az = —200 pm
L Ax =50 um
MisalignmentSet22_04 Ay =200 ym
o Az =50 um
MisalignmentSet22_05 Az = =200 um
o Ay = 200 pum
MisalignmentSet22_06 Az = —200 pm
o Ao =5 mrad
MisalignmentSet22_07 A~ =5 mrad
Ax =50 um
Ay =200 pum
o Az = =200 um
MisalignmentSet22_08 Aa =5 mrad
ApB = —5 mrad
A~ =5 mrad

Table 4.4: List of the eight different sets of misalignment applied to the 22 SCT modules
selected for single module misalignment.
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4.4.3 Tests with misaligned detector layout

For our tests with a misaligned SCT geometry we fed modified alignment parameters into
the conditions database to serve as misalignments. The misalignments were applied to
the selected track sample during the refit. As the tracks were originally simulated with
nominal alignment we expect Chi2AlignAlg to correct for the misalignment applied during
reconstruction and to recover the nominal alignment.

In figure 4.29 the alignment parameter flow with nominal initial alignment for the 22
modules selected for misalignment is shown. Figure 4.29 serves as a reference for our tests
with misalignments. We observe that most modules converge on a stable set of alignment
parameters and only few modules show erratic convergence behavior.

The alignment parameter flow of module 2/2/0/2/8/-4 (barrel layer 2) with the misalign-
ment Set22_08 as initial alignment is shown in figure 4.30. We observe that this module
converges on a stable set of alignment parameters and that the six misaligned degrees of
freedom are corrected for. Nominal alignment is within the error estimate of all alignment
parameters after ten iterations. We also observe that the initial alignment is recovered
after ~3 iterations and that subsequent iterations do not improve the alignment accuracy.

In figure 4.31 the alignment parameter flow of the four SCT barrel modules from the set
of 22 misaligned modules with the misalignment Set22_08 as initial alignment is shown.
We observe that the six misaligned degrees of freedom are recovered within the accuracy
limits established for SCT barrel modules in section 4.4.1 (see table 4.1).

In figure 4.32 the alignment parameter flow of 17 of the 18 SCT end-cap modules from
the set of 22 misaligned modules with the misalignment Set22_08 as initial alignment is
shown. Module 2/2/2/8/51/0 (end-cap A disk 8) is not shown in figure 4.32, but discussed
separately below. In figure 4.32 we observe that for most of the modules the six misaligned
degrees of freedom are recovered within the accuracy limits established in section 4.4.1
(see table 4.1). The same modules that showed erratic convergence behavior in figure 4.29
do so in figure 4.32 as well.

In figure 4.33 the alignment parameter flow of SCT module 2/2/2/8/51/0 with the mis-
alignment Set22_08 as initial alignment is shown. For comparison the alignment parameter
flow of this module with nominal initial alignment is shown in figure 4.24. By comparing
figures 4.24 and 4.33 we observe that the choice of initial alignment considerably influences
the behavior of the alignment parameter flow during later iterations. This dependency
on initial conditions is an indication that the x? of this module does not converge on the
global minimum in the high-dimensional parameter space of the hit sample of this module.
x? converges on local minima, depending on the initial conditions. This is an indication
of the "pathological” nature of the parameter space, i.e. of the hit sample.

We also observe that the erratic nature of the alignment flow builds up during subsequent
iterations and is not dampened. As we already observed in figure 4.30 that a few itera-
tions are sufficient for a module with a stable convergence behavior to correct for applied
misalignments a cut on the number of iterations seems plausible. This is shown in figure
4.34 for the alignment parameter flow of all 22 modules with the misalignment Set22_08
as initial alignment.
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Figure 4.29: Alignment parameter flow through ten iterations with nominal initial alignment of the 22 modules selected for single module
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Figure 4.31: Alignment parameter flow through ten iterations of the four SCT barrel modules from the set of 22 modules. Initial alignment
was Set22_08 (see table 4.4).
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Figure 4.33: Alignment parameter flow through ten iterations of module 2/2/2/8/51/0 (end-cap A disk 8) with initial misalignment
Set22_08 (see table 4.4).
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The second type of test we did was to systematically misalign all SCT modules on barrel
layer 2 or end-cap A disk 3. The goal of these tests was to check if the performance of
Chi2AlignAlg with misaligned global degrees of freedom of a whole superstructure (like
a ¢-rotation, or a global z-shift) significantly differs from the performance with nominal
alignment or local misalignment.

In figure 4.35 the alignment parameter flow of all SCT modules on barrel layer 2 with
nominal initial alignment is shown. Figure 4.35 serves as a reference for figure 4.36
where the alignment parameter flow of the same modules is shown with the misalign-
ment SetLayer2_01 as initial alignment. The alignment parameter flows of these mod-
ules with misalignment SetLayer2_02 and SetLayer2_03 as initial alignment are shown in
appendix B. By comparing figures 4.35 and 4.36 we observe that the applied misalignment
is corrected for within the accuracy established for nominal alignment. This confirms the
results of the tests with single module misalignment.

In figure 4.37 the alignment parameter flow of all modules from end-cap A disk 3 with
nominal initial alignment is shown. Again figure 4.37 serves as a reference figure 4.38
where the alignment parameter flow of the same modules with the misalignment Set-
DiskA3_01 as initial misalignment is shown. In appendix B the alignment parameter flows
for SetDiskA3_02 and SetDiskA3_03 are shown.

In figure 4.37 we observe a rising tendency of the flow of the alignment parameter a,
as the individual alignment flow threads do not spread out evenly around the initial
nominal alignment 0. This behavior is mirrored in figure 4.38. The alignment parameter
flow does not settle on nominal alignment but converges on a similar alignment as in
figure 4.37. It is not clear where this offset along the local x-coordinate (corresponding
to a global ¢-rotation of end-cap A disk 3) comes from, as the residual distribution of
end-cap A disk 3 is centered at 0 through all iterations. Again we confirm that the
performance of Chi2AlignAlg with nominal alignment is the limiting factor for the tests
with systematically misaligned SCT geometry.



CHAPTER 4. ITERATIVE LOCAL X? ALIGNMENT IN ATHENA

E L]
" : 0
L «
5 g |2
£ ]
E [
© £
b §
- o
£ T
. :
i c
=
a

g
> % _‘E
: 8 |3
E £
© i
o ©
- o
[ T
E @
£ £
3 2
P
2 |w
x 2 |5
g T |®
2 2 |5
£ ®
i £
& §
= o
[ -
£ :
5 &
= 5
a

Iterations

Iterations

Iterations

89

Figure 4.35: Alignment parameter flow through ten iterations with nominal initial alignment of all modules on barrel layer 2.
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Figure 4.37: Alignment parameter flow through ten iterations with nominal initial alignment of all modules on end-cap A disk 3.
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4.5 Discussion

In section 1.5 and in chapter 2 we stated that track based detector alignment can im-
prove the as-built alignment precision (see table 1.3) and is supposed to meet the required
alignment precision (see table 1.4). Towards this end we successfully developed and im-
plemented a track based alignment algorithm in the ATLAS analysis framework Athena.
Within Athena our alignment algorithm is called Chi2AlignAlg and is an official part
of the framework and located in package InnerDetector/InDetAlignment /SiRobustAlign.
Chi2AlignAlg runs iteratively as shown in figure 2.2.

We tested the performance of Chi2AlignAlg in Athena release 10.5.0 and with the version of
Chi2AlignAlg from package tag SiRobustAlign-00-00-24. For our tests we used a selected
sample of 130k simulated single pion tracks. Our 95% CL estimates of the achievable
alignment accuracy limits are listed in table 4.1. For two of the three translational degrees
of freedom of SCT barrel modules we can reach an alignment accuracy comparable to the
as-built alignment precision. For SCT end-cap modules we can improve the alignment
accuracy of the most sensitive coordinate compared to the as-built alignment precision.
None of the alignment accuracy limits listed in table 4.1 meets the required alignment
accuracy (see table 1.4).

As we outlined in this chapter, we consider that this failure to meet the required alignment
accuracy is not an intrinsic flaw of Chi2AlignAlg. The internal machinery of Chi2AlignAlg
relies on comparatively new features of Athena that do not perform optimally yet. This
results in a degradation of the quality of the input parameters, like outliers in the residual
distributions, reduced track fit efficiency or wrong track fit error estimation. The degraded
input propagates through the alignment machinery of Chi2AlignAlg and degrades the
achievable alignment accuracy. Also the statistical error limits the achievable accuracy of
all alignment parameters. To reduce the statistical error by a factor of 10 would require a
track sample 100 times as large as the selected track sample, i.e. about 10 million tracks.

Athena is still rapidly evolving and additional functionality is constantly added to the
framework. To be compatible with current releases and to profit from improved or added
functionality Chi2AlignAlg has to change as well. For the purpose of this thesis we needed
to make a snapshot of the status of Chi2AlignAlg and its capabilities and shortcomings at
a certain stage. The performance of Chi2AlignAlg from tag SiRobustAlign-00-00-24 with
Athena release 10.5.0 is not optimal. Some of the issues we raised here have been solved
with release 11.0.0 or in the nightly builds of bug fix release 11.0.1. And for sure new
problems have been introduced.

Chi2AlignAlg is not finished by a long way. Iterations within one Athena job, proper han-
dling of cluster hits and usage of superior tracking tools are on the way to be implemented.
Chi2AlignAlg is currently extended to include pixel alignment as well as SCT alignment.
We only brushed the topic briefly in section 4.3 but the TrackCollection Chi2AlignAlg re-
trieves from StoreGate is the point where a track selection tool could assist Chi2AlignAlg.
Only a basic track selection tool is already available and refinements to it are under de-
velopment. The impact of track selection on alignment is under investigation.



Chapter 5

Conclusions

Detector alignment is an essential link in the chain from detector construction to final
physics analysis. To fully exploit the physics potential of LHC the ATLAS detector must be
very well understood. This implies among other things the need for very good calibration
constants and alignment parameters.

Alignment precision of the 4088 SCT modules in the ATLAS Inner Detector must be bet-
ter than the intrinsic resolution of 16 ym x 580 pm, perpendicular and along the readout
strips, otherwise fitted track parameters will be dominated by systematic alignment un-
certainties instead of limited statistics due to the finite number of hits on a track. We
developed an iterative local x? algorithm for alignment of the ATLAS SCT subdetector,
where ”local” means that alignment corrections are derived on a module-by-module basis
and correlations are only brought into play through refitting of track parameters during
iterations.

We presented an in-depth derivation of the underlying mathematical concepts of our align-
ment approach in chapter 2. A generic formula for the track-based derivation of alignment
parameters was obtained:

s (5 4 ) () ) (3 2 () o)

tracks tracks
(5.1)

Equation 5.1 is generic in a sense that it imposes no constrains on the underlying tracking
model, residual definition or dimensionality of the alignment problem in question.

For a proof of principle we developed a prototype program in ROOT as a testbed for
various alignment scenarios in a controlled environment. Valuable lessons were learned
there — e.g. on error estimation and the choice of residual definition — and the results
propagated into the ATLAS software framework Athena.

The main part of this thesis was the successful development and implementation of an
iterative alignment algorithm for the ATLAS SCT subdetector. We started development
with Athena release 9.0.3 and Chi2AlignAlg is now an official part of the ATLAS software
framework since Athena release 11.0.0. The current Event Data Model (EDM) of ATLAS
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and recent developments in the tracking realm of Athena allow a fast and efficient iteration
cycle as pattern recognition for track finding is separated from track fitting.

Chi2AlignAlg is a ready-to-use tool for alignment of the ATLAS SCT subdetector and
we presented first tests and their results in chapter 4. We used a selected sample of 130k
single pion tracks that was simulated with a perfectly aligned ATLAS detector geometry
for these tests. We observed that a very firm selection of input tracks is necessary to ensure
stability and convergence of our iterative alignment algorithm. The two selection criteria
we employed on the single pion sample were a cut on the minimum track momentum and
track isolation, i.e. rejection of events with secondary tracks from hadronic interaction.
Various studies are still ongoing to investigate the impact of track selection on track-based
alignment.

We were able to estimate with 95% CL the alignment accuracy limits for the present setup
of Athena and Chi2AlignAlg. With the limited statistics of the selected track sample the
alignment accuracy limits are comparable to the as-built alignment precision but do not
meet the required alignment precision yet. Our tests with misaligned detector geome-
try showed that the applied misalignments are recovered within the estimated alignment
accuracy limits.

Improvements of the tracking tools, database handling tools and geometry description
used by Chi2AlignAlg will directly improve the performance of our algorithm. Nonetheless
there are various possibilities for intrinsic performance improvements. For example the
analytical calculation of derivatives could replace the current numerical one. As well there
is still the task of integrating the alignment of the ATLAS pixel detector into Chi2AlignAlg.

Furthermore, due to the flexibility gained by working within Athena it is possible to test
this approach with a real detector setup and measured data, namely the ATLAS Combined
Testbeam (CTB). A crosscheck with existing CTB alignment is then possible. Also in the
upcoming combined TRT barrel and SCT barrel cosmics run Chi2AlignAlg will be tested
with data. The migration from tests with simulated particle tracks to alignment runs with
measured data is a vital step to improve Chi2AlignAlg and to be prepared for day 1 when
LHC will start operation and ATLAS will measure the first collision data.



Appendix A

Additional calculations

A.1 Detailed derivation of alignment equation

We left out some details concerning the derivation of equation (2.5). A derivation with
more intermediate steps is presented here. We will make use of the following identity:

=AT . 74+ A-F=2A4-7 (for A symmetric) (A1)

S L (w5 v @)+ Y (5@ v n@) Ad -

tracks @0 tracks ag
dry(a@ dry(a@ r
= X (T v+ X (T vt ) ) A
tracks d 0 tracks da()
= 3 (D) v ) +
tracks 0
+ > <dﬁ(a)) 2V1-<dﬂ(ﬁ))T S (A% @ 2vit (@) || Az
tracks d(i() ’ dao tracks Z ’ R da% ,
=0
LA\ T
. Q(d“ >> v > 2(d” )-m‘1-<drzfa)> Ad
tracks da() tracks da() dao

(A.2)

2~' —
In A.2 we used the % = d%, - shorthand notation from chapter 2 again. d;ééa) =0
is the case if 7 is a linear function of @. This assumption of a linear dependence is at the
heart of every linear least square fit [44].
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A.2 Variance of top hat distribution

The variance of an arbitrary distribution f(z) is defined as

L 2 =10a
f(:c):{ 8 el([s(z)ey |

This leads to

[ fz)dx
and
_ Jaf(x)dx xl oL,
(z) [ f(z)dx _/ ad
And thus to
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Appendix B

Additional plots
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Figure B.3: Distribution of @500; for 10000 hits on both sides of the SC'T module

with gaussian shaped rpoca distribution.
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Figure B.5: Pull distributions for the six alignment parameters with gaussian

shaped rpoca distribution.
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Figure B.7: Distributions of the residual derivatives % of cluster hits for all SCT end-cap modules The coordinates (x,y,z) denote
the local coordinate azes. («,(3,y) denote rotation angles around these azxes.
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Figure B.8: Residual and pull distributions of single strip hits and cluster hits on all SCT

end-cap modules with xKalman tracks.
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Figure B.9: Residual and pull distributions of single strip hits and cluster hits on all SCT

modules of barrel layer 0 with xKalman tracks. The distribution is centered at zero.
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Figure B.11: Differential pull distributions from iteration 10 for all six degrees of freedom of all SCT barrel modules.
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Figure B.13: Alignment parameter flow of module 2/2/0/3/42/5 (barrel layer 3) through ten iterations The module converges on a stable
set of siz alignment parameters.




111

APPENDIX B. ADDITIONAL PLOTS

‘SAMPOUL J244DQ [)S 110 fO wopaauf fo soa.4bap 118 17D

40f O] U0DL2IL ULOLf SUOLINQILISID

4232wnAnd JUaWUbY Y FT g 9INS1g

d 0.
[pesw) ‘e [pelw] ‘e [pelw] e
T 0 T- 0 01 o 0 g S .0
01 ot Jdot
0z ] ]
I.ON I|ON
o€ ] ]
IOm 4
. Joe
(0174 1 b
_ : Jov 1 ]
1920 ewbis 0S 9zTe ewbis ] v6T'T ewbis —ov
66£200°0- uesiy 65SE°0 uesiy 1 SEZE00- uesiy ]
S6'T9 1UeISU0D 09 v6'2G 1UBISU0D —0s v6'rS JueISUOD Jos
L0T/989T  jpu/ X 80T /¥'09T  Jpu/ X ] 8TT/L'GLT  Jpu/ X 1
11 fesbau| 0L m 4314 fesbau| IHoo m C¢T1e lesbayu| ] m
0 MO[}IBNO m. 0 MOJJIBNO 1 w. 0 MOJIBAO I.ow w
0 mojylapun 08 = 0 mojyiapun Joz = 0 Mo|papun ] =
6500 Sy & 9Lve Sy ] & 89v'T Sy o, B
6.5500°0" uesiy 8G/€0 uesiy 88220°0- uesiy
(4174 souwg || ewweb Jejoweled Juswubiy | 4474 saLug elaq Jojoweled juswubly | 4174 souug |[ eydpe se1owered juswubiy |
z X.
[wn] % [wn] %e [wn] e
0007 0 000T- 0 000T 0001- 0 002 002- 0
U L
—0T oT ot
oz (14
] (014
Joe og
Jov ov 0¢
Jos 05 ov
8V.T ewbis mow €0.LT ewbis 09 8%°9¢ ewbis
€LTe- uesiy E 8EvI- ueai §GT20°0 uesiy 0S
seeL eIsu0) Hoz €8°29 eIsuo) 0 €€°65 JuRISU0D
66/8°LLT Jpu/ X E 9TT/T'SSZ  jpu/ X 60T /6122  Jpu/ X 09
C¢T1e fesbau| 408 m 4374 fesbaiu| 08 m Z¢T1e leibayu| m
0 MO[}I8AO E = 0 MO[}I8AO =] 0 MOJJI8AO 0L =
0 mojylapun Iuom =, 0 mojyiapun 06 =. 0 Mo|Iapun =.
1622 SNY ] H z6€T SINY 3 6L°SY SINY 08 o
28'8T- uesiy ST'LT- uesiy 188°'T ueaiy
(4474 saLug Z 1a1oweled uawubiy | zTIe saLug A 1a1aweled 1uswubi)y | (4474 saiug X lajaweled juawubi)y




APPENDIX B. ADDITIONAL PLOTS

112

Alignment Parameter x

Entries

90
80
70
60
50
40

Entries 1976
Mean 2.072
RMS 18.19
Underflow 3
Overflow 4
Integral 1969
x?/ndf  278.6/132
Constant 47.57
Mean 2.283
Sigma 14.19

Alignment Parameter y

Entries

100

80

60—

|[ Entries 1976
Mean -19.21
RMS 138.9
Underflow 6
Overflow 5
Integral 1965
x? I ndf 196.7 / 101
Constant 79
Mean -22.74
Sigma 89.4

Alignment Parameter z

Entries

70

60

50

40

30

20

10

Entries 1976
Mean -26.12
RMS 1048
Underflow 0
Overflow 0
Integral 1976
x2 I ndf 2221122
Constant 51.95
Mean 3.069
Sigma 793.3

260 “50 50 100 £H06 500 0 500 1000 05000 0 5600
a, (um) a, (um) a, (um)
[ Alignment Parameter alpha || Entries 1976 [ Alignment Parameter beta || Entries 1976 [ Alignment Parameter gamma || Entries 1976
Mean 0.9537 Mean -0.1823 Mean 0.06366
(7] 0 (72} 80
k4 9 RMS 17.74 I RMS 12.82 k4 RMS 0.3379
= Underflow 4 = Underflow 0 = Underflow 7
e 30| Overflow 10 c 80 Overflow 0 = 70 Overflow 13
w Integral 1962 8 Integral 1976 N Integral 1956
70 x2 I ndf 311/128 70 x2/ndf  131.4/89 60 x2/ndf  249.3/116
Constant 66.37 Constant 75.49 Constant 53.87
60 Mean 0.4975 60| Mean 0.6496 50 Mean 0.06521
50 Sigma 9.924 Sigma 9.755 Sigma 0.2541
50 40
40 40
30
30 30
20
20 20
10 10 10
PRI TR a 0
.moo -50 50 100 .woo -50 0 50 100 -2 -1 0 1 2
a, (mrad] ag (mrad] a, [mrad]

Figure B.15: Alignment parameter distributions from iteration 10 for all six degrees of freedom of all SCT end-cap modules
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Figure B.16: Alignment parameter flow through ten iterations of all modules on barrel layer 2 with systematic initial misalignment. Initial

alignment was SetLayer2_02 (see table 4.2).
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alignment was SetLayer2-03 (see table 4.2).
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Figure B.17: Alignment parameter flow through ten iterations of all modules on barrel layer 2 with systematic initial misalignment. Initial
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Figure B.18: Alignment parameter flow through ten iterations of all modules on end-cap A disk 3 with systematic initial misalignment

SetDiskA3_02 (see table 4.2).
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